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Generalization in Machine Learning
Given: i.i.d. sample S = {z1,…,zn} from dist D

Goal: Find a good predictor function f

Minimize using SGD!unknown!

Empirical risk
(training error)

Population risk
(test error)

RS[f] = 1
n

n�

i=1
loss(f; zi)R[f] = Ezloss(f; z)

Generalization error: R[f] � RS[f]

How much empirical risk underestimates population risk

We can optimize RS… When is it a good proxy for R?



training 
error

generalization 
error

population 
risk

• small training error implies risk ≅ generalization error
• zero training error does not imply overfitting

R[f] = (R[f] � RS[f]) + RS[f]

Fundamental Theorem of Machine Learning



Holdout method
Given: i.i.d. sample T = {z1,…,zn} and H = {z’1,…,z’m} from dist D

Goal: Find a good predictor function f

Minimize using SGD!
(training error)

RT[f] = 1
n

nX

i=1
loss(f; zi)
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Look judiciously!
(test/holdout error)

RH[f] = 1
m

mX

j=1
loss(f; z0j )
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Generalization error:
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R[f]� RH[f]  C

r
log(k)
m

Look at k models:



Holdout method (caveats)

• Unbiased test set assumption: “Training set” and “test set” are selected randomly from 
the same distribution 

• “Iron vault” assumption: “Secret” hold out set (no adaptive fitting or cheat fitting)

• Statistical power assumption: Size of hold out set is sufficient for “test set error” to 
estimate “population error”

Given: i.i.d. sample T = {z1,…,zn} and H = {z’1,…,z’m} from dist D

Minimize using SGD!
(training error)

RT[f] = 1
n

nX

i=1
loss(f; zi)
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Look judiciously!
(test/holdout error)

RH[f] = 1
m

mX

j=1
loss(f; z0j )
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R[f]� RH[f]  C

r
log(k)
m

Look at k models:



Machine Learning’s Open Dirty Secret
Given: i.i.d. sample T = {z1,…,zn} and H = {z’1,…,z’m} from dist D

Goal: Find a good predictor function f

minimize RH[f]
subject to RT[f]  ✏

f 2 F
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F =

8
<

:

functions computable
before the heat death

of the universe

9
=

;
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Minimize using SGD!
(training error)

RT[f] = 1
n

nX

i=1
loss(f; zi)
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Only look once!!!
(test/holdout error)

RH[f] = 1
m

mX

j=1
loss(f; z0j )
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Myth Reality

We never update the train and test sets.



•Earliest handwriting data set is 1991
•Only dataset before 1986 is IRIS (1936)



Frictionless Reproducibility
• Shared Data

• Re-executability

• Competitive Testing

What can we learn from this practice?

Why is it ok to train on the test set?



Convolutions have been with us since the beginning! 
(And are discussed in part 2 of Duda and Hart)



Bill’s Wild Idea
• Building hardware in analog that computes an end-to-end algorithm is hard.

• Why not build a simulator?







• Highleyman tests on Bledsoe’s data, reports 
lower numbers than expected.

• Uses 40 alphabets for training, 10 for testing.

• Bledsoe retorts “send me teh data, ur doing it 
wrong!”

• Hihgleyman copies the data and sends it to 
Bledsoe.

• Others get jealous, so he sends it to Chow and 
SRI too.

• Everyone uses Highleyman’s train-test split.

• Eventually he offers to make copies for 
whomever wants them.

The birth of modern 
machine learning





Test Error

Bledsoe 60%
Chow 42%
MDH 32%

EMNIST-
Balanced 9.4%

60x more data!

Would expect 7x 
improvement in test error.

Leaderboards!
All characters

Test Error
MDH 12%

MNIST 0.6%

Digits Only

Would expect 12x 
improvement in test error.

150x more data!

Do a little better than this with 
similar architecture of MDH.



Experiment was a failure
• Highleyman: “Although it was accepted as legitimate research by Brooklyn Polytechnic 

Institute, the thesis did not achieve its goals because of a lack of computer resources and 
reliable categorization algorithms.”

• Bledsoe: “it will be necessary to have a much larger sample (perhaps 1000 alphabets) 
before one can decide with any certainty how successful the n-tuple method will read 
characters with this much variability.”

• MDH: The error rates were “still far too high to be practical…larger and higher-quality 
datasets are needed for work aimed at achieving useful results… An array size of at least 
20X20 is needed, with an optimum size of perhaps 30X30.”

Remarkably prophetic predictions!



And then winter came… Herb Simon, plenary at ICML 1, 1981:

Papers at ICML 1 are almost not recognizable as 
machine learning papers:

Example Pattern Recognition Data Set circa 1976



N(eur)IPS 1987
• MURPHY: A Robot that Learns by Doing

• How Neural Nets Work

• Encoding Geometric Invariances in Higher-Order Neural Networks

• Performance Measures for Associative Memories that Learn and Forget

• An Optimization Network for Matrix Inversion

• Constrained Differential Optimization

• Introduction to a System for Implementing Neural Net Connections on SIMD 
Architectures

…



• Funding Pressures.

• FTP became widely available.

How did machine learning become machine learning again?



TIMIT

Many attribute to PM Charles Wayne



UCI

• Made available by FTP in 1987

• Developed by then PhD student David Aha: 
“I was determined to create and share it, 
both because I wanted to use the datasets 
for my own research and because I thought 
it was ridiculous that the community hadn’t 
fielded what should have been a useful 
service.”

• "By ICML-95, the problems ‘caused’ by 
the repository had become popularly 
espoused. For example, at that 
conference Lorenza Saitta had, in an 
invited workshop that I co-organized, 
passionately decried how it allowed 
researchers to publish dull papers that 
proposed small variations of existing 
supervised learning algorithms and 
reported their small-but-significant 
incremental performance improvements 
in comparison studies.”



How did machine learning become machine learning again?
• Funding Pressures.

• FTP became widely available.

• Much easier to compare on same train-test splits than hand curating new data sets…

• Hence the “data-set-as-benchmark” paradigm was reborn.

Why is this idea so sticky?



•Earliest handwriting data set is 1991 - no sign of Highleyman’s lost data from 1959.
•Only dataset before 1986 is IRIS (1936)



1956 - Rosenblatt’s Perceptron
1959 - Highleyman’s Data creation
1962 - Novikoff Mistake bound
1962 - Highleyman on train-test split
1968 - First Issue of Pattern Recognition
1973 - Duda and Hart 1st Edition
1974 - Vapnik and Chervonenkis 1st book
1979 - First Issue of IEEE PAMI
1980 - First ICML Workshop
1984 - Classification and Decision Trees
1985 - RFC 595 FTP released
1985 - Invention of CD ROM
1986 - Snowbird workshop proposes NIPS 
1986 - Elm released
1986 - First issue of Machine Learning
1986 - DARPA program creates TIMIT
1987 - First NIPS conference
1987 - UCI ftp site launched
1988 - TIMIT released
1989 - First issue of Neural Computation
1989 - Pine client released
1990 - TIMIT released on CD-ROM
1994 - MNIST creation
1998 - MNIST release (i.e., the singularity)



UCI Adult
• Predict whether income exceeds $50K/yr based on census data.

• Features: age, workclass,  fnlwgt, education, marital-status, occupation, relationship, race, 
gender, capital-gain, capital-loss, hours-per-week worked, native-country

• 48,842 examples. Standard train-test split into 32K/16K.

• Extraction was done by Barry Becker from the 1994 Census database.  

• http://www.census.gov/ftp/pub/DES/www/welcome.html

• “A set of reasonably clean records was extracted using the following conditions: 
((AAGE>16) && (AGI>100) && (AFNLWGT>1)&& (HRSWK>0))”



fnlwgt?
The weights on the CPS files are controlled to independent estimates of the civilian noninstitutional 
population of the US.  These are prepared monthly for us by Population Division here at the Census Bureau.  
We use 3 sets of controls.  These are:

1. A single cell estimate of the population 16+ for each state.

2. Controls for Hispanic Origin by age and sex.

3. Controls by Race, age and sex.

We use all three sets of controls in our weighting program and "rake" through them 6 times so that by the 
end we come back to all the controls we used.

The term estimate refers to population totals derived from CPS by creating "weighted tallies" of any specified 
socio-economic characteristics of the population.

People with similar demographic characteristics should have similar weights.  There is one important caveat to 
remember about this statement.  That is that since the CPS sample is actually a collection of 51 state samples, 
each with its own probability of selection, the statement only applies within state.

Wut?



UCI Leaderboard 1994
• Blind leaderboard chasing of a completely 

meaningless task.

• One of the most popular “tabular” data 
sets.

• Worse, was adopted by the fairness 
community as a benchmark because it 
contained race and gender.

Algorithm               Error

C4.5                    15.54
C4.5-auto               14.46
C4.5 rules              14.94
Voted ID3 (0.6)         15.64
Voted ID3 (0.8)         16.47
T2                      16.84
1R                      19.54
NBTree                  14.10
CN2                     16.00
HOODG                   14.82
FSS Naive Bayes         14.05
IDTM (Decision table)   14.46
Naive-Bayes             16.12
Nearest-neighbor (1)    21.42
Nearest-neighbor (3)    20.35
OC1                     15.04



MNIST
• 60, 000 handwritten digits

• 10, 000 test digits

• 28 x 28 in grayscale

• Released in 1998 to show convnets were better than 
everything else

• “It is a good database for people who want to try learning 
techniques and pattern recognition methods on real-world 
data while spending minimal efforts on preprocessing and 
formatting.”



Train-test split
• The original NIST data had the property that training and test data came from two 

different populations. 

• ~2,000 American Census Bureau employees,

• ~500 American high school students.

• That was the original train-test split.

• MNIST combined these, and shuffled them both into train test.

• Exact procedure to derive MNIST from NIST was lost.



MNIST Leaderboard (RIP)

If anyone wants to get to 
1.18 error with two lines of 
code, go here:
github.com/benjamin-recht/mnist_1_pt_2.git



Netflix Prize

How to fill in the blanks?

• One million big ones!

• Given 100 million ratings on a scale of 1 to 5, 
predict 3 million ratings to highest accuracy

• 17770 total movies
• 480189 total users
• Over 8 billion total ratings



… … … …



… … … …Gradient descent 
on low-rank


parameterization

Mixture of 
hundreds of 

models, including 
gradient descent



Controversy
• By correlating public IMDB profile with ratings database, could find movies in private 

watch list.

• “De-anonymization” by Narayanan and Shmatikov (https://arxiv.org/abs/cs/0610105)

• Potentially could reveal sensitive information.

• Lawyers smelled blood.

• Netflix pulled the data.

• Now no useful datasets exist to benchmark recommender systems.

• It is left for industry to innovate itself and also to “protect user privacy”

• Is that what we want?

https://arxiv.org/abs/cs/0610105


Wordnet
• Lexical database of the English language. WordNet groups nouns into cognitive 

synonyms, called synsets. The words car and automobile fall into the same synset. 

• WordNet provides a hierarchical tree structure according to a super-subordinate 
relationship between synsets. The synset for chair, for example, is a child of the synset for 
furniture in the wordnet hierarchy. 



Tiny Images Dataset
• 79,302,017 images

• 32x32x3

• 400GB

• 75,062 non-abstract nouns 
(WordNet)

• Collected by [Torralba, Fergus, 
Freeman’08]

• Collected via queries to image 
search engines



CIFAR10
• 10 classes: airplane, car, bird, cat, deer, dog, frog, horse, ship, truck.

• 32 x 32 color images

• Used to prototype models for imagenet.

• (It is not true that something that is good on one is good on the other.)



CIFAR-10 State of the Art
Year Model Test accuracy

2009 Raw pixels 37.3%

2009 RBM 64.8%

2011 Random features 79.6%

2012 AlexNet 88.5%

2014 VGG 92.8%

2015 ResNet 93.5%

2016 Wide ResNet 95.9%

2017 Shake Shake 97.1%

Deeeeep networks



Introduced in [Deng, Dong, Socher, Li, 2009]
organized according to the “WordNet hierarchy”
1.2 million training images, 50k validation images
RGB color images with around 500 x 400 pixels
1,000 classes (about 150 dog breeds)

http://wordnet.princeton.edu/
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ImageNet Inconsistencies

Subset Relationships

Mushroom vs.Gyromitra

Problematic Images

Wood Rabbit

Redefined Classes

Sunglass
a convex lens that focuses the rays 
of the sun; used to start a fire

ILSVRC2012_val_00030556.JPEG

Drawings or Paintings
ILSVRC2012_val_00035348.JPEG

Magpie

Synsets are not synonyms

Near Duplicates

ILSVRC2012_val_00023237.JPEG

ILSVRC2012_val_00029666.JPEG

ILSVRC2012_val_00033112.JPEG

n02641379 gar, garfish, 
garpike, billfish, 
Lepisosteus osseus
Gloss: primitive predaceous North American fish covered with 
hard scales and having long jaws with needlelike teeth



Why report top-5 accuracy?

Multiple correct classes Classes that are impossible 
to distinguish

Great Pyrenees

Kuvasz
Acorn Squash, Butternut Squash, Spaghetti 

Squash, Grocery Store



Ground Truth

AppenzellerBernese 
Mountain Dog EntleBucherGreater Swiss 

Mount Dog



ImageNet Competition
• AlexNet

• VGG

• InceptionNet

• ResNet

• Everyone still loves to show off performance on ImageNet as meaningful of progress.



The Benchmark Paradigm
• Has driven machine learning research for 40 years

• Massive progress made through competitive testing

• What is progress?

• What is in these data sets?

• How to think about issues of consent, privacy, copyright, etc.?



1956 - Rosenblatt’s Perceptron
1959 - Highleyman’s Data creation
1962 - Novikoff Mistake bound
1962 - Highleyman on train-test split
1968 - First Issue of Pattern Recognition
1973 - Duda and Hart 1st Edition
1974 - Vapnik and Chervonenkis 1st book
1979 - First Issue of IEEE PAMI
1980 - First ICML Workshop
1984 - Classification and Decision Trees
1985 - RFC 595 FTP released
1985 - Invention of CD ROM
1986 - Snowbird workshop proposes NIPS 
1986 - Elm released
1986 - First issue of Machine Learning
1986 - DARPA program creates TIMIT
1987 - First NIPS conference
1987 - UCI ftp site launched
1988 - TIMIT released
1989 - First issue of Neural Computation
1989 - Pine client released
1990 - TIMIT released on CD-ROM
1994 - MNIST creation
1998 - MNIST release (i.e., the singularity)

We use the same algorithms and same theory.

All that has changed: our computers are faster 
and our data is larger.

That this was necessary was predicted before 
1970 but took 50 years to come to fruition.

What does the next 50 years hold for 
machine learning?



G. Brockman



Antiquity Era

Timeline of Machine Learning Evaluation
Middle Ages Modern Era

2020 - Now1990s - 2019Pre-1990s

•  Highleyman’s data 
(1959)


• UCI Machine Learning 
Repository ( 1987) 

• TIMIT (1988)

• MNIST (1998-2012)

• Pascal VOC (2005-2012), CIFAR (2008)

• ImageNet (2009-2017) 
• Netflix Prize (2006-2009)

• SQuAD (2016)

• GLUE (2018) / SuperGLUE (2019)

• MMLU (2021)

• ARC-Challenge (2019)

• GSM8k (2021)

• HumanEval (2022)

• BIG Bench (2022)

• Chatbot Arena (2024)

• Dynabench (2021)

• SWE-bench Verified (2024)

• … more 

1990 2000 2010 2020 20301980
• Backgammon (1992) 

• Jeopardy! (2011) 

• Atari Learning Environment (ALE) (2012)

• Go (2015)

• OpenAI Gym (2016); AI Safety Gridworlds (2017)

• Dota2, StarCraft II (2019)

• Poker (2019)

• Checkers (1949) 

• Chess (1966) 

• Eleusis (card game) (1983)


• Diplomacy (2022)

• …more



Test set saturation/obsolesce
• How long can a benchmark be 

useful for?


• ImageNet competition 


• GLUE

Kiela, Douwe, et al. "Dynabench: Rethinking benchmarking in NLP."  (2021).



GPT-2 (2019) GPT-3 (2020) GPT-4 (2022)

Standardized test

questions

“Polymorphic” era: How do you evaluate a model when there is no specified task?

Practical, task specific 
datasets; perplexity

Took the most popular 
linguistics inspired 

“BERTology” 
benchmarks 


[Winograd-Style Tasks; 
lots of entailment, NLI, 

QA, etc.]



GPT-4 
obsessed with 
“standardized 
testing” 

Mitchell, M. "Did chatgpt really pass graduate-level exams." AI: A guide for thinking humans (2023).



Mitchell, M. "Did chatgpt really pass graduate-level exams." AI: A guide for thinking humans (2023).



GPT-4 
Demo-based, strange 
anthropomorphization 
going on

Bubeck, Sébastien, et al. "Sparks of artificial general intelligence: Early experiments with gpt-4." 22 Mar. 2023,

McCoy, R. Thomas, et al. "Embers of autoregression: Understanding large language models through the problem they are trained to solve." PNAS (2023).



Upcoming, new “benchmarking” trends… 

Humanity’s last exam 

BIG-Bench 
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1959 - Highleyman’s Data creation
1962 - Novikoff Mistake bound
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1968 - First Issue of Pattern Recognition
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1974 - Vapnik and Chervonenkis 1st book
1979 - First Issue of IEEE PAMI
1980 - First ICML Workshop
1984 - Classification and Decision Trees
1985 - RFC 595 FTP released
1985 - Invention of CD ROM
1986 - Snowbird workshop proposes NIPS 
1986 - Elm released
1986 - First issue of Machine Learning
1986 - DARPA program creates TIMIT
1987 - First NIPS conference
1987 - UCI ftp site launched
1988 - TIMIT released
1989 - First issue of Neural Computation
1989 - Pine client released
1990 - TIMIT released on CD-ROM
1994 - MNIST creation
1998 - MNIST release (i.e., the singularity)

We use the same algorithms and same theory.

All that has changed: our computers are faster 
and our data is larger.

That this was necessary was predicted before 
1970 but took 50 years to come to fruition.

What does the next 50 years hold for 
machine learning?


