
IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 52, NO. 10, OCTOBER 2017 2589

Reprogrammable Redundancy for SRAM-Based
Cache Vmin Reduction in a 28-nm

RISC-V Processor
Brian Zimmer, Member, IEEE, Pi-Feng Chiu, Student Member, IEEE,
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Abstract— Reducing the operating voltage of digital systems
improves energy efficiency, and the minimum operating voltage
of a system (Vmin) is commonly limited by SRAM bitcells.
Common techniques to lower SRAM Vmin focus on using circuit-
level periphery-assist techniques to prevent bitcell failures at
low voltage. Alternatively, this paper proposes architecture-level
techniques to allow caches to tolerate significant numbers of
failing bitcells at low voltage while maintaining correct operation.
The presented processor lowers SRAM-based cache Vmin using
three architectural techniques–bit bypass, dynamic column redun-
dancy, and line disable–that use low-overhead reprogrammable
redundancy (RR) to increase the maximum tolerable bitcell
failure rate and decrease the minimum operating voltage in
processor caches. In a fabricated 28-nm RISC-V-based processor
chip, these RR techniques add 2% area overhead to the cache
and reduce the Vmin of the 1-MB L2 cache by 25%, resulting in
a 49% power reduction.

Index Terms— Bit bypass (BB), dynamic column redun-
dancy (DCR), error-correcting codes (ECC), line disable (LD),
redundancy, reprogrammable redundancy (RR), SRAM, Vmin.

I. INTRODUCTION

IMPROVING energy efficiency is critical for a wide vari-
ety of digital systems, from power-constrained servers to

battery-limited mobile devices. Reducing the supply voltage
of digital designs is one of the most common ways to improve
energy efficiency. However, the minimum supply voltage of a
system is generally limited by SRAM, because the need for
maximum capacity SRAM-based caches forces the transistors
within each bitcell to extremely small dimensions, which
increases the effects of process variations and causes bitcell
failures. Therefore, further energy efficiency improvements in
advanced process nodes require withstanding or preventing
variation-induced SRAM bitcell failures in caches at low
voltage.
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Fig. 1. Circuit-level techniques lower Vmin by improving bitcells, while
architecture-level techniques lower Vmin by tolerating bitcell failures.

The transistor variation that causes SRAM failures can be
overcome with peripheral circuit assist techniques that change
wordline [1], bitline [2]–[4], cell supply [5], [6], or com-
bination of voltages [7] on a cycle-by-cycle basis to
strengthen or weaken particular devices during each oper-
ation. These techniques have been shown to significantly
reduce Vmin, but have a few major disadvantages. First,
assist techniques require redevelopment for each new technol-
ogy variant, as relative transistor strengths within the bitcell
change. Second, the design cycle time is increased due to
the need to qualify these techniques early in the design
process. Third, these techniques cannot be targeted at only
the weakened bitcells and must be enabled for all cells, which
incur area and power overhead for the entire SRAM array.

Alternatively, architecture-level techniques increase the
allowable failure rate by tolerating failing bitcells, as shown
in Fig. 1, and can either supplant or supplement existing
assist schemes. Parametric variations cause a wide spread of
minimum operating voltages for bitcells in a chip. The increase
in probability of bitcell failure ( pbit_fails) due to a decrease in
voltage, referred to here as the failure slope, is dictated by
the process technology, SRAM bitcell, and SRAM periphery
architecture. The 28-nm SRAM used in this paper has a
measured failure slope of around 50 mV per decade—a 50-mV
reduction in VDD increases the number of failures by ten times.
Resiliency techniques are evaluated based on their ability to
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increase the maximum allowable pbit_fails, which is translated
into voltage reduction based on the failure slope. A gradual
failure slope improves the effectiveness of architecture-level
techniques, as the same pbit_fails difference translates to a
larger voltage difference.

To have adequate yield for large SRAM-based caches,
the bitcell error rate must be extremely low—about 1×10−10

for a 1-MB cache. A resiliency-modeling framework described
in Section II evaluates the effectiveness of a variety of
techniques by translating pbit_fails to cache yield. Lightweight
resiliency techniques, such as static redundancy [8], [9],
achieve Vmin reduction at low cost by tolerating failures
in a very small number of cells. However, static column
and row redundancy can only cope with a limited num-
ber of failures as the overhead of the circuitry required
scales poorly with increased protection. More aggressive tech-
niques, such as line disable (LD) [10] or error-correcting
codes (ECC) [11]–[13], can tolerate more failing cells and
therefore a higher pbit_fails than static redundancy, but still have
limited effectiveness. The maximum Vmin reduction allowed
by LD is limited by diminished cache capacity at high failure
rates (as an entire line needs to be disabled to repair a
single bit), and ECC effectiveness is limited by uncorrectable
double-bit errors.

At high voltages, orders of magnitude changes in the failure
rate translate to only small changes in the absolute number
of failing bitcells, but at low voltages, the number of failing
cells increases dramatically and trading off increased faults
for decreased VDD becomes much less attractive. The limits
of fault avoidance for Vmin reduction have been explored
by aggressive architecture-level techniques. After identifying
failing bits with an SRAM built-in-self-test (BIST), failing
bits can be avoided by merging multiple words into a single
operational word [14] or using offline graph algorithms to opti-
mally match operational words [15], [16], but these approaches
increase dynamic energy by accessing more bits than nec-
essary. Another family of techniques uses multi-bit ECC to
dynamically detect and repair errors at the cost of increased
delay due to encoding, decoding, and correction [17]–[19], but
are limited to use in last-level caches where the ECC latency
can be tolerated. Words within a line can be disabled to trade
capacity for Vmin [20], or a combination of LD to protect
against multi-bit errors and ECC codes to protect against
single-bit errors [21] can be used. The lack of known silicon
implementations of these ideas reflects the high overhead costs
and implementation complexity required to tolerate such high
failure rates. This paper aims for a middle ground where
minimal area overhead is emphasized over the lowest absolute
Vmin possible.

This paper proposes a new set of architecture-level redun-
dancy techniques—described in Section III—that avoid a large
number of failing bitcells with low area overhead. The data
portions of arrays are mainly protected by dynamic column
redundancy (DCR), which targets a sweet spot bitcell failure
rate of 1×10−4 and achieves a lower Vmin than other proposed
techniques (such as static redundancy ECC and LD) with low
area, delay, and energy overhead. Vmin is further reduced by
supplementing DCR with LD to tolerate multi-bit failures,

Fig. 2. Description of the notation used in error model framework that
translates bitcell failure rate to system yield.

and another reprogrammable redundancy (RR) technique, bit
bypass (BB), to protect against failures in the tag arrays
without requiring SRAM assist techniques for the tag macros.
The proposed techniques have a low enough overhead to be
used in both the L1 and L2 caches, in comparison to many
prior techniques that target L2 caches only. These techniques
are verified through implementation in a 28-nm processor, and
measurement results in Section IV show that the proposed
RR techniques enable a 25% Vmin reduction with 2% area
overhead.

The effectiveness of the proposed scheme is compared to
existing schemes in Section V. The generic error model is
further utilized to weigh the advantages and disadvantages
of each technique, and provide intuitive explanations of the
factors that determine the effectiveness of each architecture-
level resiliency scheme.

II. GENERIC ERROR-MODELING FRAMEWORK

Investigating the relationship among voltage, bitcell failure
rate, and cache yield is invaluable in developing effective
Vmin reduction circuitry. This section proposes a generic
framework that calculates cache yield as a function of bitcell
error rate (or equivalently, voltage) to compare the effective-
ness of the proposed scheme with that of prior schemes under
a common set of assumptions. This generic framework uses
a hierarchy of binomial distributions defined in Table I to
translate bitcell failure probability to system failure probability
for the cache structure described in Fig. 2. The distribution of
failures in each level of the hierarchy can be represented by a
binomial sample of the level below. For example, the number
of failing lines in a set is a binomial sample of n total lines in
a set with a given probability p of line failure. The probability
that a given level in the hierarchy fails can be determined by
evaluating the cumulative density function (CDF) of that level.
For example, the probability that a set does not fail is the CDF
evaluated at 0 (assuming no lines can fail in a set).

While using a binomial distribution to translate failure
probabilities is a common practice, this new error model
introduces a hierarchical combination of these distributions in
a configuration that enables the evaluation of many different
schemes by simply changing a few parameters. For example,
single error correction and double error detection (SEC–DED)



ZIMMER et al.: REPROGRAMMABLE REDUNDANCY FOR SRAM-BASED CACHE VMIN REDUCTION IN A 28-nm RISC-V PROCESSOR 2591

TABLE I

GENERIC ERROR-MODELING FRAMEWORK

TABLE II

GENERIC ERROR MODEL REPORTS OF THE AVERAGE NUMBER OF FAILING BITS PER STRUCTURE IN THE 1-MB L2 CACHE

is described by the parameters ab−w = 1, aw−l = 0, al−s = 0,
and as−c = 0, which represent the idea that one bit in every
word can fail, no words can fail in a line, no lines can fail in
a set, and no sets can fail in a cache.

Table II uses the generic error model to report the average
number of failing bits in each cache structure for a L2 cache
with nb−w = 138, nw−l = 4, nl−s = 8, and ns−c = 2048
(a 1-MB 8-way set associative cache with 64-B cache lines and
128-bit words with 10 extra bits for ECC and redundancy). The
probability of bitcell failure ( pbit_fails) is related to VDD using
the measured SRAM failure rate from the prototype, described
in Section IV. Then, the failing bitcells are examined in three
ways: the per-word columns report the number of 138-bit
words with 0, 1, or ≥ 2 failing bits, the per-line columns report
the number of (138×4)-bit lines with 0, 1, or ≥ 2 failing bits,
and the per-set columns report the number of (138 × 4 × 8)-bit
sets with 0, 1, or ≥ 2 failing bits. At high voltages, only
one or two bitcells will fail on average in each cache. However,
as VDD decreases, pbit_fails increases by about 10 times for
every 50-mV reduction in VDD, and the distribution of errors
within each structure shifts from almost all entries having zero
failing bits, to increasing chances of one or two bit failures.
For example, at 450 mV, 96% of sets have zero failing bits,

but at 350 mV, only 5% of sets have zero failing bits, and over
80% of sets have two or more failing bits.

A. Determining Vmin

Vmin is determined by finding which pbit_fails corresponds to
a target probability of cache failure (pcache_fails). Two different
pcache_fails are especially relevant, 0.5 and 1 × 10−3, where
the former reflects the voltage at which an average cache
fails, and the latter reflects the voltage at which 99.9% of
all caches work. Both assumptions account for the probability
that a collection of bitcells with the same probability of
failure at the same voltage create a condition that causes chip
failure, but do not account for global process skew, which
will cause the same pbit_fails to occur at different voltages.
If each die can be operated with a different Vmin value, then
the pcache_fails of 0.5 metric is more relevant as it represents
the average Vmin reduction of all die, while a single Vmin target
would require a pcache_fails of 1 × 10−3 to avoid yield fallout.
This distinction will be revisited in Section V.

B. Monte Carlo Verification

The generic error model has been verified through numerical
Monte Carlo simulation, where 5000 fault maps are generated
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at each pbit_fails (voltage) by sampling from the binomial
distribution for each bit in the 1-MB L2 cache. The bits
are rearranged into words, lines, and sets based on the
assumed cache organization. Different resiliency techniques
can be implemented within this model, and each fault map
returns a pass or fail value for each scheme. For example,
a SEC-DED-protected cache will fail if any of the words
contain more than one failing bit. Taking the mean of the pass
value for many fault maps indicates the probability that the
cache fails ( pcache_fails). Although the Monte Carlo model is
useful for validating the generic error model, it is slow to run
and requires a huge number of samples to provide accurate
information about the tail of the distribution.

C. Optimal Bitcell Error Rate

Table II provides an intuitive basis to discussing the opti-
mal Vmin. Lower Vmin is not always better, as low voltages
have a dramatic number of failures, and the energy overhead
of techniques required to repair or avoid these failures will
outweigh the energy reduction by a slightly lower Vmin.
In addition to dramatically increasing failure rates at low
voltages, energy reduction returns diminish because expo-
nential transistor delay increases near the threshold voltage
cause a larger amount of leakage current to be integrated per
clock cycle. As a result, the leakage portion of total energy
consumption per operation dominates dynamic energy, and
further reductions in voltage begin to actually increase energy
per operation. This paper targets a Vmin with a failure rate of
about 1×10−4, which requires repairing less than 1000 bits in
a 1-MB cache. A further 50-mV reduction beyond this point
would require repairing closer to 10 000 bits.

III. REPROGRAMMABLE REDUNDANCY IMPLEMENTATION

Fig. 3 shows the system diagram and floorplan of the
implemented processor with RR. The processor is based
on a 64-bit RISC-V [22] single-issue in-order 6-stage
pipeline [23]. To support dynamic voltage and frequency
scaling, the processor is split into three independent volt-
age and frequency domains: the processor pipeline with
L1 cache, the L2 cache, and the uncore I/O domain. The
L1 consists of an 2-way 8-KB instruction and a 4-way
16-KB data cache with 8T-based macros. The L2 consists of an
8-way 4-bank 1-MB cache with high-density 6T-based macros.
Both the L1 and L2 caches have 512-bit lines. The three
architecture-level RR techniques protect all SRAM bitcells on
the chip: BB protects tag arrays and DCR and LD protect
the data portions of both the L1 and L2 caches. An at-speed
SRAM BIST quickly identifies fault locations. Asynchronous
first-input first-output (FIFO) queues and level shifters allow
communication between the voltage and frequency islands.
The host-target interface allows on-chip to off-chip com-
munication for memory accesses (MEMIO) or configuration
through the system control registers (SCR). Every SRAM
includes SEC-DED protection. While testing RR, the correc-
tion capability is disabled and errors are simply logged to
ensure identification of all SRAM errors. SEC-DED correction
can be enabled to protect against soft errors or intermittent
errors by reprogramming the redundant entries.

Fig. 3. Block diagram showing the organization of the 28-nm processor
into three voltage domains containing the core with L1 cache, L2 cache, and
uncore.

Fig. 4. DCR exploits cache architectures to repair a single bit per row in
cache data arrays.

A. Dynamic Column Redundancy (DCR)

Fig. 4 describes the dynamic column-redundancy technique.
Column-redundancy schemes handle hard faults by adding
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Fig. 5. DCR encoder and decoder add a single two-to-one multiplexer delay
to the critical path.

a spare column to an SRAM array, with a two-way multiplexer
at the bottom of each column to shift columns over to map
out a failing column. Traditional static column-redundancy
schemes are configured with fuses and correct one bit per
array. The proposed DCR scheme associates a redundancy
address (RA) with each row of the SRAM to dynamically
select a different multiplexer shift position on each access. The
RA is stored inside the cache tag array, and is shared between
all lines in a set. In this implementation, shifting occurs outside
the array to repair one bit per logical address in a set regardless
of physical interleaving. The timing overhead is small, because
the RA access occurs in parallel with the tag access and the
shifting operations add a single multiplexer delay to the data
setup and access time, as shown in Fig. 5. DCR offers similar
resiliency to ECC, but at a much lower overhead. Unlike
ECC, which generally requires codeword granularity to reflect
access word size (to avoid read-modify-write operations),
DCR granularity can be adjusted independent of access size.
The RA width is log-base-two of the word size, which is
assumed to be 128 bits for both the L1 and L2 caches. The
proposed prototype repairs one bit per all 8 lines in a L2
cache set (4096 bits), requiring only a single 7-bit RA per
4096 protected bits. This technique is even more attractive for
L1 caches, where ECC would require 8 checkbits for every
64-bit word, while DCR can use a 7-bit RA to protect
2048 bits. DCR enables a larger design space of resiliency ver-
sus area overhead tradeoffs. ECC is generally already required
for soft error tolerance, and DCR can be easily supplemented
by a SEC-DED code to protect against intermittent errors.
In comparison, moving to double-bit ECC to protect against
soft errors on a design that already uses single-bit ECC for
voltage reduction is very expensive [13].

B. Bit Bypass

Bitcell faults in tag arrays are protected using the
BB scheme shown in Fig. 6. A redundant set repairs a single
failing bitcell using flip-flops to store a replacement redundant
bit along with the row and column address of the failing cell.

Fig. 6. Bit bypass protects against bit failures in any standalone SRAM
macro by storing redundant copies of failing bits in flip-flops. The L1 BB
array can correct up to 2 bits in 7 failing rows, while the L2 BB array can
correct up to 2 bits in 22 failing rows. Note: only a single repair bit is shown
for clarity, but there are actually two repair bits per repair entry.

Writes and reads to SRAM addresses with known faults use
information from the redundant sets to bypass operations to
failing bitcells. The targeted allowable pbit_fails of a macro
determines the total number of redundant sets required, and
this technique can be added to protect any standalone SRAM
macro in a digital design. BB adds a timing overhead of two
multiplexers to the read delay. BB also requires a large write
address setup time, but this overhead is not on the critical path.

In-array row redundancy could be more area efficient than
BB. However, BB is proposed and used in this prototype as it
requires no modifications to the SRAM compilers, which has
significant practical advantages.

C. Line Disable (LD)

Vmin is limited by a few multi-bit faults, instead of an
overwhelming number of single-bit faults. While BB can
repair multi-bit failures in the tag arrays, DCR can only
repair single-bit failures in the data arrays. At the VDD where
the first double-bit failure appears in a cache set, DCR is
correcting less than 5% of the sets. LD [10] is used in the
proposed scheme to prevent accesses to lines with multi-bit
failures, which allows DCR correction to be better utilized.
A maximum of 1% of lines are disabled to ensure that
cache performance degradation due to diminished capacity is
negligible. Disable bits are stored with each tag, and the cache-
replacement algorithm avoids refills to disabled ways. Also,
BB overhead could also be reduced using LD to disable ways
with failing tag bits.



2594 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 52, NO. 10, OCTOBER 2017

Fig. 7. SRAM BIST tests all SRAMs in parallel to identify fault locations.

D. Runtime Configuration

The BIST detects SRAM error locations before operation,
and uses the error information to program BB, DCR, and
LD. Fig. 7 shows the BIST implementation that tests every
SRAM array in parallel for errors, and sends the results off-
chip. To ensure redundancy is correctly programmed during
every power-up, testing results either need to be stored in
non-volatile memory or retested and reprogrammed on every
power-up. The flowchart in Fig. 8 summarizes the RR pro-
gramming algorithm. In this testchip, the BIST is ran in a
wide range of voltages and frequencies to identify Vmin and
the corresponding maximum frequency, while in a practical
processor, existing binning techniques can be used to identify a
smaller number of temperature, voltage, and frequency points.
Other work has suggested that between two and thirteen tests
are necessary to cover all faults [24]. Latency is estimated by
assuming that five March tests with an average complexity of
20 ·n are run on every SRAM in parallel at a clock frequency
of 50 ns (an approximate operation frequency at Vmin), and
that the deepest array on the chip is 4096 entries.

To remove the need for non-volatile memory, BIST and RR
programming can be run on every chip boot. As each memory
is tested in parallel, the testing time is minimal. While the
fabricated prototype uses an off-chip programming loop for
flexibility, an on-chip implementation could test the SRAM
in around 20 ms for each voltage and frequency point. The
area of this hypothetical on-chip controller is not included
in the area overhead calculation because the area should be
very small. The controller only requires a small on-chip state
machine that controls the read and write ports to the tag
array based on failing bit locations. Because the DCR and
LD information are stored in tag arrays, the bitcells in the tag
array must be fixed first using BB before fixing bitcells in the
data array with the LD and DCR entries. Power-on testing will
still need to add margin for Vmin changes due to temperature.

Fig. 8. Flowchart describing the RR programming algorithm.

However, it is assumed that these margins will also be nec-
essary at nominal Vmin, so the overall voltage reduction will
be almost identical. In addition, supplemental ECC could be
leveraged to remove this margin with extremely minor impact
on resiliency.

E. Area Overhead

Table III reports the area overhead of the proposed tech-
niques. For this implementation of DCR, the data arrays are
nominally 137 bits wide (128 bits plus 9 ECC check bits),
and require 1 extra column for DCR plus small shifting logic.
The nominal tag array width is 216 bits, and LD adds 8 bits
while the RA for DCR adds an additional 13 bits (8 bits plus
5 ECC check bits). The area overhead for DCR would be
even lower without assuming SEC-DED protection. BB flip-
flops and logic, implemented as standard cells, add about 15%
to the tag macro area. The area overhead of the control logic
to program both BB, DCR, and LD entries is tiny, as it only
requires a 32-bit command from off-chip, which reuses an
existing bus to access the SCRs. However, the relative area
of the tag portion of the L2 cache is only 6% of the total
area, so the entire RR scheme adds only 2% area overhead to
the L2 cache. Using BB to protect the tag areas is the most
expensive portion of the proposed technique, and assuming
that tags are protected with an alternative mechanism would
allow the overhead to be reduced to 1.2%. The area overhead
of the BIST controller is not included as it is assumed that an
on-chip BIST is already required for production testing. The
area overhead of the unoptimized BIST in this implementation
was 0.7% for the L2 cache.

F. SRAM Coverage

The proposed techniques are intended to protect cache
structures. The size of the cache will have an impact on
effectiveness and area overhead. To help explore these factors,
the proposed techniques are implemented on two very different
cache structures: an L1 cache and an L2 cache. L1 caches are
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TABLE III

AREA OVERHEAD OF THE PROPOSED RR SCHEMES. BASELINE DATA ARRAY SRAM IS 84% (90%) OF THE L1 (L2)
CACHE AREA, AND TAG ARRAY SRAM IS 7% (6%) OF THE L1 (L2) CACHE AREA

Fig. 9. Die micrograph with labeled processor core, L1 cache, and L2 cache.

TABLE IV

CHIP SUMMARY

small and latency critical, while L2 caches are large and less
latency sensitive, and provide points at the two extremes of
the cache design space. The relative area overhead of RR will
decrease for larger cache structures. The BB technique can
protect all non-cache SRAMs. Even though BB has the highest
overhead among the proposed techniques, the assumption is
that non-cache SRAMs are a small portion of overall chip
area overhead so the cost is reasonable.

The additional bad bit locations stored in the tag array for
DCR and LD are also vulnerable to errors, but BB protects
these bits along with the rest of the tag array based on fault
information stored in flip-flops, which will not incur errors at
low voltage.

IV. MEASUREMENT RESULTS

The single-core RISC-V Rocket processor is fabricated in
a TSMC 28-nm HPM process with a 1.8- by 2.7-mm die
area, as shown in Fig. 9, with a chip summary provided
in Table IV [25]. The test setup is similar to [26], where the

Fig. 10. Measured SRAM bitcell failure rate versus voltage of seven chips
for the L2 cache (high-density 6T bitcells) with extrapolated best fit line.

die is wire-bonded on a PCB. The test board provides pro-
grammable voltage sources and connects the chip’s digital IO
to a Zedboard with a field programmable gate array containing
a network-accessible ARM core. The BIST and RR algorithms
are written in C and compiled to the testing ARM core, which
communicates data and commands with the test chip. The
measured bitcell failure rate of the L2 SRAM bitcells from a
suite of March BIST tests is shown in Fig. 10. Measurements
show that although the intrinsic absolute Vmin of each die
differs, the slope of the failure curve is consistent. The best-fit
line represents the voltage versus bitcell failure characteristics
for an average chip. The SRAM macros used in this paper
are self-timed, and therefore, their failure rate is indepen-
dent of operating frequency; faults are caused by all three
modes of failure: read stability, readability, and writability.
All following references to voltages are normalized, but this
will not affect percent reduction results and these results hold
for other processes with different absolute Vmin values. The
main technology feature that will affect these results is the
slope of the bitcell failure rate curve. If the curve is steeper
than shown in Fig. 10 (larger increase in failure rate for given
voltage reduction), then the Vmin reduction achieved by these
techniques will be reduced, because the same difference in
pbit_fails corresponds to a smaller voltage difference. Likewise,
if the curve is shallower than shown, then the Vmin reduction
achieved by these techniques will be improved. The results
shown in this paper correspond to the measured failure slope
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Fig. 11. Baseline L1 and L2 cache shmoo plots for benchmarks running on the processor without any of the RR techniques enabled. The L1 cache and
processor core share the same voltage and frequency domain. (a) L1 cache and processor core. (b) L2 cache.

Fig. 12. Enabling the proposed RR reduces the minimum operating voltage
of the L2 cache by 25%.

of this particular technology, and the generic error model of
Section II can be used to re-evaluate these techniques with
different assumptions about SRAM failure characteristics.

A variety of benchmarks have been ran on the processor at
different voltages and frequencies with RR disabled. Fig. 11
shows the baseline shmoo for the L1 and L2 caches of seven
measured chips with the proposed resiliency features disabled.

To verify the Vmin reduction enabled by RR and test the
actual implementation, RR is programmed with the fault infor-
mation at Vmin, and the benchmarks are rerun at each voltage
and frequency point. Fig. 12 shows the measured Vmin of the
L2 cache for three options for seven evaluated chips: only LD
enabled, only DCR enabled, and a combination of DCR+LD.
In all the three cases, BB is used to protect the tags, and
less than 1% of cache lines are disabled. The frequency of
operation is the same for all points, and is set to be the
maximum frequency at Vmin for the worst chip. Because the
SRAM macros are self-timed, the frequency of operation does
not affect the SRAM failure rate, so low frequency was used
to ensure that critical paths did not affect the Vmin reduction
results. Enabling the RR techniques (BB and DCR+LD)

decrease Vmin by an average of 25% in the L2 cache, which
resulted in a measured power reduction of 49%. BB is always
enabled in this evaluation as it is required to protect the tag
arrays and RAs from errors. The 8T-based cells in the L1
already have excellent low-voltage performance for the tested
chips, so RR decreases Vmin in the processor core as well, but
only at voltages with extremely low frequencies that lie well
below the energy-optimal point.

The correction capability of ECC is not used in Fig. 12 to
decrease Vmin, and ECC is used only to confirm that all SRAM
errors are identified during testing.

V. COMPARISON TO EXISTING TECHNIQUES

The effectiveness of the proposed technique is compared
against previously proposed techniques using the generic error-
modeling framework described in Section II.

Tables V and VI show the model parameters that are
used to evaluate the effectiveness of the proposed scheme
versus prior techniques. The exact L1 and L2 organization
of the prototype was used as a representative sample of
typical L1 and L2 caches. These parameters describe the data
array portions of the cache. The number of BB entries was
determined using the same generic error model applied to the
tag arrays to determine how many errors would need to be
tolerated in the tags to achieve the same Vmin as DCR+LD.
The static redundancy reference reports 8 column repairs
and 16 row repairs per 2.5 MB [8], [9], which translates to
4 column and 8 repair rows per 1 MB for this paper, and
can be simplified to simply checking for less than 12 failing
sets in the cache. double error correction and triple error
detection (DEC-TED) [11], [12] can correct a single failing
bit per word (and the other correcting bit is reserved for
soft errors). LD Vmin is determined by allowing 1% of the
lines to have errors (163/16 384 for the L2), and the capacity
requirement of 99% is the limiting factor, not the probability
that all lines in a set need to be disabled. DCR can correct
1 bit per set, and nb−w is modified to reflect this granularity of
repair. DCR+LD enables a single failing bit per set, plus up to
1% failing lines. To aid analysis, the simplifying assumption
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TABLE V

INPUTS TO EVALUATE THE MINIMUM OPERATING VOLTAGE (Vmin ) OF THE L1 CACHE USING THE PROPOSED
GENERIC MODEL IN TABLE I FOR DIFFERENT ARCHITECTURE-LEVEL RESILIENCY TECHNIQUES

TABLE VI

INPUTS TO EVALUATE THE MINIMUM OPERATING VOLTAGE (Vmin ) OF THE L2 CACHE USING THE PROPOSED

GENERIC MODEL IN TABLE I FOR DIFFERENT ARCHITECTURE-LEVEL RESILIENCY TECHNIQUES

is made that every set failure is caused by a single line failure,
which means that 163 failing sets out of 2048 total sets (for
the L2) yield 99% capacity when disabling occurs on a line
granularity. All simplifications were verified with Monte Carlo.

Fig. 13 compares the probability that a cache fails
versus voltage for both the L1 and L2 caches, and
reports the Vmin reduction percentage for both an average
(50-th percentile) and worst case (99.9th percentile) chip as
percentage reduction in the legend. The measured failure rate
of the L2 data arrays from Fig. 10 was used to translate
pbit_fails to VDD for both the L1 and L2 caches for ease of
comparison between different cache sizes. For the L2 cache,
DCR+LD+BB achieves the largest Vmin reduction for both the
average and worst case chip. For the L1, DEC-TED achieves
slightly lower Vmin than DCR+LD+BB for the average case
but higher Vmin for the worst case because the small number
of entries makes double bit errors rare. Single-bit correction
techniques show similar Vmin reduction for worst chips (27%)
versus average chips (23%), because Vmin is always set by a
rare failure condition—a single bit error in the entire cache
for the nominal case or a double bit error in any word for
the DEC-TED case. However, disable-based techniques such
as LD show larger Vmin reduction for worst chips (34%)
than average chips (21%), because while the nominal case
is limited by rare conditions, Vmin of DCR+LD is limited
by the maximum number of lines disabled, which essentially
equals the average. The average chip case assumes unique
per-chip Vmin binning, while the worst chip case assumes all

chips are binned with the same exact Vmin (where low-voltage
failures cannot cause greater than 0.1% yield fallout). For
the following results, we use the more conservative metrics
of average chip Vmin reduction, but the proposed techniques
perform much better when evaluated using single-voltage
binning assumptions. The predicted average Vmin reduction
in Fig. 10 is the analytical prediction of the actual average
measured Vmin reduction in Fig. 12.

Table VII compares the resiliency, timing, and area overhead
of the proposed technique compared to prior techniques. The
cited techniques do not disclose their resiliency or overhead
results, so the comparison points are best estimates.

Static redundancy is an efficient means to fix failures at
low failure rates, but the area overhead scales poorly at higher
failure rates. Power-on testing can be avoided with fuses, but
large fuse area limits the number of possible repairs. Row
redundancy needs to be integrated with the circuit-level SRAM
design to gate broken wordlines.

DEC-TED is very expensive in terms of area overhead,
especially for L1 caches with smaller word sizes. If soft-
error protection is sacrificed, a lower overhead SEC-DED code
could be used in place of a DEC-TED code, and would achieve
the same Vmin reduction as reported for DEC-TED with
less area overhead. However, both SEC-DED and DEC-TED
require at least one cycle of latency to be inserted into the
pipeline for decoding, which is problematic in an L1 cache.
The advantage of ECC codes is that they do not require
power-on testing.



2598 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 52, NO. 10, OCTOBER 2017

Fig. 13. Comparison of different Vmin reduction techniques using the generic error model using parameters from Tables V and VI. The first number next
to each technique in the legend reports the percentage Vmin reduction from nominal for an average chip, while the second number reports the percentage
Vmin reduction for the 99.9th percentile (worst) chip. (a) 32-KB L1 data cache. (b) 1-MB L2 cache.

TABLE VII

COMPARISON OF L1 AND L2 CACHES AREA OVERHEAD AND ANALYTICAL Vmin REDUCTION FOR DIFFERENT TECHNIQUES. BASELINE DATA

ARRAY SRAM IS 84% (90%) OF THE L1 (L2) CACHE AREA, AND TAG ARRAY SRAM IS 7% (6%) OF THE L1 (L2) CACHE AREA

LD is extremely area efficient as only one bit is required
to indicate a disabled line, but Vmin reduction is limited
at higher failure rates due to a rapid decrease in capacity.

LD is significantly more effective in L2 caches than L1 caches
as ratio of line size to total cache size is smaller. LD alone
requires a separate technique to protect the tag array,
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where the disable bits are stored, which will add area overhead,
and the total overhead of combining LD with BB to protect the
tags is listed. Bit bypass looks expensive at around 15% area
overhead, but is still significantly cheaper than transitioning
from a 6T to an 8T bitcell, which would require a 100% area
overhead.

For all schemes that are compatible with (but do not include)
ECC, a SEC-DED code can be added for soft-error protection
at the cost of 7% for the L2 (and 12.5% for the L1), but this
decision can be decoupled from Vmin reduction method.

If further Vmin reduction is required, DCR+LD+BB can
be programmed to allow up to 10% of cache lines to be dis-
abled (instead of only 1% of cache lines), which will decrease
Vmin by an additional 8% for both the L1 and L2 caches,
but could affect energy per operation results due to increased
cache misses.

In comparison to circuit techniques that report 130–200 mV
of Vmin reduction for 5–7% area overhead [7], [4], the pro-
posed techniques can achieve comparable effectiveness with
less area and power overhead. However, direct comparison is
difficult as modern bitcells are not designed to be used without
SRAM assist, so the reported Vmin reduction is optimistic.
RR protects against all failure mechanisms, while circuit assist
techniques must carefully tune assists to tradeoff between
different failure mechanisms. In addition, RR effectiveness
is easier to predict at design time than assist technique
effectiveness as long as the failure slope can be bounded.

Comparison to conceptual architecture-level techniques
without silicon implementations summarized in Section I has
not been included, as area comparisons are unobtainable.
These schemes can be analyzed with the generic error model
to show that many achieve similar Vmin as the proposed
technique. All either require serial tag and data access or have
long-latency ECC decoding overheads and, therefore, could
work in L2 caches but not L1 caches.

The main disadvantage of the proposed techniques is that
they require power-on BIST or non-volatile storage of bitcell
fault locations. The RAs and disabled lines need to either
be calculated on power-up by running BIST on every power
up, or the results of the BIST need to be stored in a
non-volatile memory off-chip.

VI. CONCLUSION

The three proposed RR techniques, DCR, BB, and LD,
reduce power in the L2 cache by 49% through improved
supply voltage scaling with less than 2% area overhead
and minimal timing overhead, and can be combined with
existing assist techniques to enable further Vmin reduction,
enriching the tradeoff space between low voltage reliability
and overhead. RR is particularly attractive because it can be
used in conjunction with simple SEC-DED codes to protect
against soft errors, and online reconfiguration based on ECC
results or power-on tests can reduce voltage margin required
for intermittent and aging-related faults.
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