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energy-constrained manner, within the contexts of both the
fifth-generation (5G) cellular networks and our center’s
vision of a universal next-generation (xG) network.

A. xG Wireless Communication
A vision for the xG wireless network is captured in

Fig. 1 [1]. Several important concepts are shown in this
figure. First and foremost, a large aperture access point or
xG Hub, composed of hundreds to possibly thousands of
antennas and radios, provides indoor connections to a
plethora of devices using highly directional beams.
Because spatial selectivity avoids interference, beamform-
ing enables spectrum reuse and simultaneous communi-
cation to many devices.

Another important concept illustrated by the figure is
that the xG Hub does not need a wired connection to the
backbone. Because it has a large aperture, it can form
extremely narrow beams and is capable of communication
over large distances (hundreds of meters to kilometers).
Several xG hubs can be connected to one another in a mesh
network, completely obviating the need for a wired backhaul.

In today’s wireless systems, different radio standards are
used to communicate with a wide variety of devices. These
include LTE, WiFi, Bluetooth, Bluetooth LE, and ZigBee, as
well as custom or proprietary standards. The xG hub can
provide a common radio interface to support a very wide
range of data rates, communication distances, bandwidths,
transmit powers, sensitivities, and energy requirements.
One would not expect a small, energy-starved device such as
a sensor to communicate as quickly as a tablet, but
nevertheless the hub should provide a lower speed radio
interface that allows all the devices to communicate.

B. Fifth-Generation Mobile (5G)
5G technology is positioned to address shortcomings of

existing wireless systems, including lack of interoperability

between personal area (e.g., Bluetooth), local area (WiFi),
and metropolitan area networks (MANs). MU-MIMO
enables 5G technology to achieve higher capacity and less
interference, while utilizing millimeter (mm)-wave bands
increases the available spectrum. In particular, 5G is
positioned for a future with ‘‘everything in the cloud’’Vfor
example, a desktop-like experience on the go, immersive
experiences (lifelike media everywhere), ubiquitous con-
nectivity (intelligent web of connected things), and
telepresence (low-latency machine-to-machine communi-
cations in control loops) [2].

To capture this range of application scenarios, the
following ‘‘rainbow of requirements’’ for mobile devices has
been defined: 1) peak data rates up to 10 Gb/s; 2) cell edge
data rate approaching 1 Gb/s; 3) cell spectral efficiency
close to 10 bits/s/Hz; 4) mobility at speeds up to 500 km/h;
5) cost efficiency that is 10–100� better than 4G; 6) over
1M simultaneous connections per km2; and finally, 7) a
latency of 1 ms (see Fig. 2 for a comparison to 4G [2], [3]).

Interestingly, there are many elements of 5G that are still
under discussion. Specific frequency band allocations,
modulation schemes, power levels, and many other impor-
tant factors are still being debated. Nevertheless, the goal of
the 5G vision is very clear, and to date several key ideas have
been proposed to address these requirements.

The xG vision and 5G vision overlap in many ways,
particularly in the air interface incorporating massive MIMO
below 30 GHz and mm-wave beamforming above 30 GHz.
Dense deployment of wireless infrastructure requires large
and possibly conformal antenna arrays whose cost needs to
scale inversely with deployment density.

In this paper, we focus on the physical realization of
algorithms needed to support xG and a hardware platform
that supports the required signal processing given practical
limits on energy and cost. Our key contributions include:
1) a distributed implementation of digital beamforming to
reduce the energy required by data communication within

Fig. 1. Berkeley Wireless Research Center (BWRC) xG ðx � 5Þ vision for

the Next Generation Wireless Standard. Fig. 2. 5G rainbow of requirements [3].
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the array; 2) a detailed analysis of transceiver specifica-
tions, which reveals that array averaging can be exploited
to relax per-element specifications; and 3) a thorough
discussion of architectures, algorithms, and hardware
suitable for mm-wave applications.

I I . MASSIVE MIMO TECHNOLOGY

Massive MIMO is a new and technically challenging
system. Its key feature is the use of a large number of base
station antennas to communicate with a much smaller
number of users. Massive MIMO is therefore fundamen-
tally multiuser in nature and makes use of generalized
forms of beamforming techniques used in phased or
adaptive arrays. It is under intense theoretical study, and
several efforts have been made to develop prototypes
validating theoretical results in practical deployment
scenarios. However, no complete massive MIMO system
has been built so far that simultaneously demonstrates the
expected capacity increase and simplified signal processing
in a realistic and cost-effective use case.

A. History and Background
MIMO has advanced rapidly over the last two decades.

One reason for this is that the underlying technologies
were developed well before they were fully exploited. It
was known as early as the 1960s that antenna arrays could
perform spatial filtering and separate signals simulta-
neously arriving from different directions (see [4] and
references therein for an extensive review). As processing
and manufacturing capabilities progressed, array proces-
sing received a surge of interest in the 1990s [5], [6] with
the promise of cost-effective implementation in the area of
wireless communications. The discovery of the multichan-
nel capacity formula, furthermore, showed the enormous
potential of MIMO systems [7], [8], and almost immedi-
ately, systems were built that demonstrated large capacity
increases [9].

On the strength of these demonstrations, MIMO
techniques were incorporated into wireless LAN standards
and the 4th generation mobile network [10], [11]. Wireless
LANs have had success in sending multiple data streams to a
single user device (‘‘single-user MIMO,’’ or SU-MIMO), due
in part to the fact that laptops and tablets are big enough to
accommodate multiple antennas. In wide area wireless
networks, where phone-sized devices predominate, SU-
MIMO has limited benefits. However, since the size of the
base station is not as tightly constrained, it is possible to
increase the number of antennas there and utilize them for
space division multiplexing (forming geometric beams) or
MU-MIMO (forming generalized beams).

Even with more antennas at each base station,
achieving high capacity in the wide-area wireless network
remains a daunting task. Space division multiplexing is
conceptually straightforward and relatively easy to imple-
ment. The system described by Avidor [12] had narrow,

steered beams and intercell coordination to avoid inter-
ference. It also promised high capacity, but required
prohibitively low-latency wireline connections to control
the coordination between cells.

The problem of distributing data to multiple base
stations also affects cooperative multipoint (CoMP), a
MIMO technique that relies on multiple base stations
communicating to a single user terminal. While CoMP has
been part of the LTE standard since release 8 [13], wider
adoption may have to wait for ‘‘cloud radio access
networks’’ (C-RANs), where virtual base stations reside
in a common data center, since CoMP requires very fast
data transfer between base stations.

Massive MIMO, inspired by Marzetta [14], promises to
greatly improve capacity without requiring the overwhelm-
ing complexity of intercell coordination. In brief, Marzetta
observed that as the number of base station antennas
becomes much larger than the number of user terminals, it
is possible to form (generalized) beams such that there is
almost always only a single user in each beam [14], thereby
giving each user their own interference-free, high-capacity
link to the base station. In this limit, the probability that a
beam points toward a neighboring base station becomes
vanishingly small as well, and intercell interference
approaches zero without coordination between cells.
This promise of simplified deployment is one of the most
attractive aspects of massive MIMO.

While it is always true that with enough base-station
antennas one can get at most one user per beam (the
‘‘pseudo-orthogonality’’ condition), determining just how
many antennas is enough is of great practical importance.
There is experimental evidence, discussed below, that this
is on the order of 100 elements to support an order of
magnitude fewer user terminals [15]–[17].

B. mm-Waves Versus RF
Operation at mm-wave frequencies is attractive

because an array with a large number of antennas is
physically small. Simulations of mm-wave massive MIMO
systems show promise of large capacity [18]. Measure-
ments of propagation in the low mm-bands are also
encouraging [19]. However, while mm-wave systems can
achieve high gain with physically small antennas, mobility
managementVinitial synchronization, registration, pag-
ing, and handoff of mobile terminalsVcan require signals
that are broadcast throughout a sector. The system-level
tradeoffs needed to maximize the use of the narrow, high-
gain beams are an open research question.

In this paper, we will make an artificial distinction
between RF and mm-wave frequencies. For the purpose
of this paper, mm-waves are defined as carrier frequen-
cies above 30 GHz. For RF frequencies, particularly below
10 GHz, we propose a fully digital and distributed array
architecture, while at higher frequencies, we propose a
hybrid architecture using both analog and digital beamform-
ing. Because each antenna is small at mm-wave frequencies,
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one can easily build an array with an order of magnitude
more elements than at RF. However, providing a complete
digital radio for every single element is cost- and energy-
prohibitive. Instead, a group of elements can be combined to
form an analog subarray, using analog processing of
amplitude and phase to create an arbitrary antenna pattern
(for example, tapering to reduce sidelobes). These subarrays
can then be used in a variety of ways, such as sectorizing the
cell, assigning each subarray to a single user, or utilizing
lower-dimensional digital beamforming.

C. Massive MIMO Testbeds
The promise of system benefits from deploying massive

MIMO, coupled with the uncertainties of channel
propagation characteristics and practical hardware design
issues, has led to several demonstration projects ranging
from large-scale simulations to actual hardware. Measure-
ments have studied channel estimation and beamforming
performance at low and mm-wave frequencies, while
system simulations have generally attempted to quantify
the performance of massive MIMO in outdoor environ-
ments with moving users. In 2011, the GreenTouch
consortium demonstrated a 16-element array ‘‘Large-scale
antenna system (LSAS)’’ [20] in which a software radio
implemented a channel estimation algorithm and comput-
ed beamforming weights. The main result of the study was
that the effective antenna gain increased linearly with the
number of antennas, both in ideal (anechoic chamber) and
real indoor (scattering) environments. This allowed the
radiated transmit power per element to be reduced
proportionally, which was the goal of the demonstration.

The Ngara system built by CSIRO in Australia [21]–[23]
implements an array of up to 32 antennas operating at UHF
for multiuser communications. This system is structured as
a cascade of modules, with a bank of field-programmable
gate arrays (FPGAs) performing all the baseband proces-
sing and connecting to 32 data converters. The RF/analog
circuits are divided into two modules with analog signals
routed between them. Ngara has demonstrated 50 Mb/s
uplink and downlink rates to all users over 28 MHz
bandwidth, including online processing of 14 user
streams in the uplink, achieving a spectral efficiency up to
67 bits/s/Hz. The recently proposed USC SDR [24] system is
assembled hierarchically using servers, FPGAs, and custom-
designed RFICs. One or more servers control a series of
FPGAs, each of which is connected to up to four radios. The
backplane is designed using high-speed PCIe interfaces to
perform fully centralized processing on the servers. The
system is being used for MIMO experiments.

The Argos [25] and ArgosV2 [26] projects are systems
with 64 and 96 antennas, respectively, operating in the
2.4-GHz ISM band. They are designed in a hierarchical
manner, with a central controller serving several hubs, each
of which connects to a number of radio modules and
provides both a backhaul connection as well as digital signal
processing capability through a local FPGA. The 64-element

Argos system has achieved a capacity up to 80 bits/s/Hz
serving 15 users [25]. The radio modules are connected to
FPGA boards to enable local signal processing within the
array; the FPGA boards are then connected to a central
computer and further signal processing is done offline using
MATLAB. Argos has demonstrated that there is no penalty in
doing conjugate beamforming in a distributed manner. This
is an important result since conjugate beamforming
(discussed in Section III) is computationally simple and
doing the processing locally within the array reduces intra-
array data transfer. However, the Argos data also shows that
significantly higher capacity can be attained by using zero-
forcing instead of conjugate beamforming, in contrast with
the theoretical expectations [27].

The LuMaMi system at Lund University [28] is a
100-element array that communicates with 10 users over
a 20-MHz channel at 2.6 GHz. The system uses 50 FPGAs
to implement the baseband processing after data aggre-
gation. The baseband samples are communicated to the
FPGAs and the central processor over a hierarchical
backhaul network that achieved an aggregate throughput
of 384 G using a series of interconnected PCI Express
interfaces and serializers. Preliminary results indicate that
this system is capable of uplink spatial multiplexing [28],
[29]. Gao et al.took channel measurements at 2.6 GHz
using a 128-element array [15], [29] and empirically
observed that the pseudo-orthogonality of users’ channels
promised by the theory of massive MIMO [14] does
indeed emerge in real propagation environments.

D. Practical Deployment Issues
Large-scale arrays have been studied for a variety of

applications, ranging from extending the reach of wireless
backhaul links (e.g., [21], [30], and [31]) to reducing
interference in cellular and local-area networks. The
focus of current interest is the study of deploying massive
MIMO systems for 5G cellular networks [32]. For example,
Huh et al.[33] have studied how massive MIMO techniques
can be adopted while reusing as much of the existing LTE
standard as possible.

Some of the LTE bands support time-division duplexing
(TDD), but most LTE deployments use frequency-division
duplexing (FDD). In a TDD system, since the uplink and
downlink frequencies are the same, the uplink channel
state information (CSI) can be used in the downlink as
well. In contrast, FDD massive MIMO requires separate
uplink and downlink channel estimation. In the worst
case, the user terminal may be required to estimate and
feed back CSI for every antenna at the base station. An
FDD massive MIMO system may need to use a significant
fraction of its overall capacity just for CSI acquisition and
feedback. However, there is reason to expect that the
downlink channels from each base-station antenna
element are correlated, providing an opportunity to reduce
the amount of channel sounding. Researchers from
Samsung have simulated a three-dimensional channel
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model with a non-line-of-sight (non-LOS) path and an
FDD channel separation of 45 MHz [34]–[36], finding that
the capacities of the up- and downlinks were highly
correlated. Variations in direction of arrival of about 15�
were common, though the misalignment was less than 30�
99.6% of the time. These results suggest that the uplink
direction of arrival can be used as a start for an iterative
downlink channel estimation scheme, though this needs to
be verified experimentally. However, wider FDD duplex
spacing will reduce the correlation between the up- and
downlink channels [37], [38], and FDD channel estimation
remains an open research question.

Another unresolved question relates to network man-
agement in a massive MIMO system. The network needs to
be able to efficiently perform user registration, paging, and
handoff even if a highly directional link has not yet been
established. This task is complicated by the fact that, before
CSI is acquired, the control channel signal-to-interference-
plus-noise ratio (SINR) is very low due to the lack of array
gain. Network management functions may require the use of
broadcast signals, followed by establishing a directional
connection to the user from scratch. As such, they may
impose significant overhead on massive MIMO systems. A
related problem is user mobility; it is unknown how robust
massive MIMO is to high user speeds or how well beams can
be steered to track the user’s location.

In summary, massive MIMO demonstrations so far
have shown that with slowly moving mobile terminals and
TDD: 1) channel estimation can be done well enough to
allow the antenna gain to grow linearly with the number of
elements; 2) centralized beamforming can reach the
expected capacity; and 3) distributed beamforming
schemes are feasible, although their ultimate performance
is not yet known. However, there are many outstanding
questions relating to efficient and optimized implementa-
tions. In particular, since massive MIMO requires many
more RF transmit and receive chains than current base
stations, questions of cost are of prime importance.

I I I . BEAMFORMING AND BEAM
NULLING

The key signal processing techniques for directional
communication are beamforming and nulling. We consid-
er first narrowband communication (where the multipath
delay and the propagation time of a wavefront across the
array aperture are small relative to the symbol period) over
a TDD channel. The propagation from a user terminal or
other signal source to an array with M elements can be
described in terms of the M� 1 channel vector h. For
example, for a uniform linear array (ULA) with a signal
impinging at an angle of � from broadside

h¼ 1 ej� ej2� . . . ejðM�1Þ�
h i T

(1)

where � ¼ kdsinð�Þ, k is the wave-vector and d is the
spacing between elements. Environments with more
complicated propagation characteristics, such as multi-
path, diffraction, and shadowing, have more complicated
channel vectors. Because the channel is TDD, transmit and
receive propagation are reciprocal,1 and the channel vector
for transmission from the array to the user is hT.

In a multiuser scenario with K users, this description can
be extended to an M� K channel matrix H. In receive
(uplink) mode, if users transmit signals s, the array receives

rarray ¼ Hsþ nM: (2)

Here, n is a vector of independent identically distributed
(i.i.d.) white Gaussian noise with variance �2

c. In transmit
(downlink) mode, if x is the vector of signals at each
antenna, the users receive

ruser¼ HTxþ nK: (3)

Receive or transmit beamforming consists of applying a
linear transformation to convert between user data streams
and antenna waveforms. These operations are performed by
K�M receive beamforming matrix Grx and M� K transmit
beamforming matrix Gtx . The complete signal model is

ŝarray ¼GrxHsþGrxnM (4)
ŷuser¼HTGtx yþ nK (5)

where s and y are the uplink and downlink user symbols,
respectively.

If the channel matrix is known at the array, the
beamforming weights can be computed in closed form for
a given objective function. Two common algorithms are
conjugate beamforming, which maximizes signal-to-noise-
ratio (SNR), and zero-forcing (ZF) beamforming, which
nulls interuser interference. In the receive direction, these
are given by

Gc ¼HH

Gzf ¼ðHHHÞ�1HH (6)

where the superscript H denotes the Hermitian transpose.
In the transmit direction, because of reciprocity, Gtx ¼ GT

rx .
1Transmit–receive reciprocity holds true only for the propagation

environment. Since the analog front ends are subject to random gain and
phase errors, they contribute a nonreciprocal portion to the channel.
Generally, this is compensated by an appropriate calibration algorithm;
see [25] for an algorithm and implementation results.
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Consider the line-of-sight (LOS) channel described in (1).
It can easily be seen that the conjugate beamforming vector is

gc ¼ 1 e�j� e�j2� . . . e�jðM�1Þ�
h i T

(7)

which gives the well-known phased array coefficients. From
this, we see that conjugate beamforming places the peak of
the array radiation pattern in the direction of the given user,
with no consideration of interuser interference. ZF
beamforming instead applies the constraint of placing nulls
in the directions of all other users. This eliminates multiuser
interference but often results in a lower gain main lobe of the
antenna pattern. An illustrative comparison of conjugate and
zero-forcing patterns is shown in Fig. 3 for the case of an
eight-element array serving three users. In exchange for
precisely placing nulls in certain directions, ZF beamform-
ing reduces the gain in the main lobe and leads to a generally
higher sidelobe level. More generally, these toolsVplacing
peaks and nulls in the radiation patternVare the key
ingredients of beamforming, and different objective func-
tions result in different overall radiation patterns.

A. Wideband Beamforming
When the signal bandwidth becomes large, it is not

possible to neglect time delays caused by propagation
through the channel. There are two main effects to consider.
First, multipath components propagate along different
physical paths in the environment with different path delays.
Second, for very large arrays or very wide bandwidths, the
propagation delay of a wavefront across the array aperture
cannot be neglected. In radar systems, the latter effect is
compensated by true-time delay (TTD) beamforming that
aligns the signals in time at each element in addition to
correcting the path-length-dependent phase shift.

One of the advantages of orthogonal frequency division
multiplexing (OFDM) modulation is that it decomposes a
wideband channel into many parallel, narrowband orthog-
onal subchannels. This is done by modulating data symbols
onto a discrete Fourier transform (DFT) basis of dimension
Nsc. Each of these narrowband subcarriers l 2 ½1; Nsc�
propagates through a corresponding channel matrix Hl.
Therefore, beamforming matrices can be obtained inde-
pendently for each subcarrier using the methodology
described above (this technique has been demonstrated by
[21] and [28]). This signal processing technique results in
an array pattern that varies with frequency. Intuitively,
frequency-domain beamforming both matches the radia-
tion pattern to the frequency-dependent propagation
environment and performs an interpolation that aligns
the delayed signals in time.

At mm-wave, OFDM frequency-domain beamforming
is a less promising architecture due to its incompatibility
with analog or hybrid beamforming as well as undesirable
characteristics of OFDM (such as high peak-to-average-
power ratio). At these frequencies, wideband beamforming
is performed using TTD elements, which corrects only for
the propagation time across the array aperture. Analog,
time-domain beamforming techniques that respond to the
multipath characteristics of the channel are an open
research question.

B. Channel Estimation
In order to design beamforming matrices, the array

needs to have an estimate of the channel matrix. For a
TDD system, by exploiting reciprocity, this can be
estimated in the uplink [14], [32], [39]–[41]. As discussed
in Section II-A, the users are assigned orthogonal pilot
sequences that they transmit to the array; this enables
estimation of an entire column of H with one pilot
resource. The channel estimation overhead of a TDD
system is therefore proportional to K.

An additional consideration in channel estimation is
whether the beamforming is performed centrally or in
distributed fashion. Since each element has access to its
own row of H, from (6) conjugate beamforming can be
performed in distributed manner at each element [25]. On
the other hand, zero-forcing requires inversion of the
matrix HHH; consequently, at least the matrix inversion
must be performed centrally.

C. Distributed Phase Rotation
We now consider howphase rotation is implemented in

the array, comparing centralized and distributed ap-
proaches. Distributed rotation refers to the case where
beamforming weights are applied locally at each antenna.
Centralized phase rotation refers to the case where the
beamforming signal processing is performed at a central
location (e.g., the main system controller). This distinction
is valid only for a digital implementation, where conver-
sion between analog and digital domains and phase

Fig. 3. Comparison of conjugate and ZF radiation patterns for an eight-

element array serving three users with distinct directions of arrival.

Only the radiation patterns for the first user are shown.
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rotation can take place very far away from each other. In
contrast, analog phase rotation is fundamentally distribut-
ed since the beamforming functionality is embedded
directly into the transceiver and the signal routing
network. The analysis in the rest of this section therefore
assumes a digital beamforming and routing scheme.

Centralized phase rotation fundamentally requires I/O
bandwidth at the central processor prorportional to M. In
the receive direction, each antenna forwards its digitized
waveform to the central processor, where the signals are
combined to generate the users’ data streams. In the
transmit direction, the M unique waveforms are generated
at the central processor and then forwarded to the
appropriate antenna. In both of these cases, data enters
or exits the central processor at the rate

Rcentr ¼ 2MNbit ;adcfs (8)

where Nbit ;adc and fs refer to the bitwidth and sampling
rate, respectively, of the analog-to-digital or digital-to-
analog converters (ADC/DAC). In massive MIMO base
stations, where M is expected to be between 100 and
10 000, this scaling is undesirable. The required backhaul
capacity is a substantial cost, both in hardware and power.
In fact, recent prototypes have encountered the backhaul
bottleneck and had to invest considerable engineering
effort and expense to mitigate it [28], [42], [43].

The solution to this problem is to perform phase
rotation in a distributed manner [25], [44]. The key insight
is that the M waveforms at the array antennas are not

linearly independent, but instead lie in a K-dimensional
subspace generated by the K distinct users. Exploiting this
redundancy, it is possible to exchange K rather than M
unique signals with the central processor by performing
distributed phase rotation. In the massive MIMO regime,
where M� K, the required backhaul capacity is substan-
tially reduced.

Since linear beamforming is simply a matrix multipli-
cation, this computation can be easily distributed. When
receiving, each element multiplies its received signal by its
column of Grx , generating a K� 1 vector of user estimates.
These vectors are then summed across the array, as the
signal propagates to the central processor, to generate the
per-user spatially filtered signals (Fig. 4). This task can be
embedded in an interelement digital link where it is very
low-latency and low-energy. When transmitting, each
element receives the vector of user data streams y and
generates its transmit signal by processing it with its row of
the beamforming matrix Gtx . In an OFDM-based system,
this process is repeated independently on each subcarrier.
With this scheme, it can be seen that data enters or exits
the central processor at the rate

Rdistr ¼ 2KNbit ;userB (9)

where Nbit ;user and B are the bit width of the user signals
and the channel bandwidth, respectively.

Fig. 5 illustrates the benefit of distributed phase rotation
for an example case with B¼ 100 MHz, Nbit ;adc ¼ 10, and
Nbit ;user¼ 15. Maintaining a constant ratio of base station

Fig. 4. Comparison of (left) centralized and (right) distributed receive beamforming for a four-element array.
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per-element basis. In this case, because the pilot
estimation is performed after beamforming, it benefits
from the array SINR gain of M, improving the estimation
accuracy. At the same time, as long as the correlation
bandwidth is no larger than 1=Test, there is no loss in the
averaging gain for noise outside of this bandwidth. This
level of correlation can be achieved by designing the PLL
bandwidth at each element to be close to 1=Test. With
this choice, below 1=Test the phase noise and sampling
jitter at each element track that of the common reference
and are correlated across the entire array.

4) Summary:In summary, frequency synchronization in
a massive array can be guaranteed by distributing a
common reference to all transceivers and using a global
carrier and sampling frequency recovery loop. Addition-
ally, the effects of static LO and sampling clock skew are
automatically calibrated by the beamforming algorithm.
Finally, phase noise and sampling jitter can be averaged
across the array to yield an array-level performance that is
superior to any individual transceiver. This averaging can
be managed by optimizing the PLL bandwidths at each
element and using an array-level pilot tracking loop.

V. MM-WAVE ARRAYS

A. mm-Wave Signal Propagation
There is considerable interest in using the 60-GHz

band for short-range wireless networks for video and high-
speed data. Several standards exist for wireless HD video
transmission (Wireless HD) and data (WiGig, 802.11ad)
with rates approaching 10 G.

A common misconception is that signal propagation at
mm-wave is worse than at lower frequencies. From the
Friis equation, one would conclude that propagation loss is
100� worse at 60 GHz than at 6 GHz. However,
conservation of energy indicates that in absence of
absorbing media, the energy density of an isotropically
transmitted waveform is the same at a given distance
from the source regardless of the frequency. Naively
applying the Friis equation will assume that the antenna
gain is the same at 60 and 6 GHz. However, for the same
antenna aperture, the gain of a 60-GHz antenna is larger
than 6-GHz antenna by exactly the same factor, which
means the energy received for a fixed aperture is
identical. As a result, a more appropriate way to interpret
the Friis equation is to say that the antenna size is
constrained by the device form factor, which in turn sets
the antenna gain.

What about absorption by the air? It is well known that
the 60-GHz band is the ‘‘Oxygen Absorption Band’’ where
the atmosphere is not the usually assumed lossless
medium. However, to get a sense of this loss, take into
account that even at the peak absorption frequency, the

loss is below 10 dB/km in normal conditions.5 These losses
are substantial for a very long-range link, but for a distance
G 1 km, the extra losses can be easily absorbed into the link
budget. Furthermore, transmission windows near 35 and
94 GHz do not suffer from significant atmospheric
absorption [58].

One big difference between an RF and a mm-wave
antenna is that for a fixed aperture, the mm-wave antenna
has much higher directivity because it is large compared to
the wavelength. High gain means that the mm-wave
antenna is also highly directional, which is both a desirable
and undesirable property. High directivity means that the
antenna must point in the right direction for proper
operation. However, a directive antenna also makes the
system more robust to multipath propagation and inter-
ference since the antenna spatially filters these unwanted
signals. The directivity can be harnessed by a phased array,
in which the large aperture is composed of an array of
antennas, electronically steerable by controlling the phase
(and possibly amplitude) of each element.

When signals bounce off of walls or windows, it has
been found that reflections are more specular at mm-wave
frequencies. Also, materials tend to absorb more energy, so
after a few reflections, the mm-wave signal dies off. This
means that the best way to communicate in mm-wave
bands is along a direct LOS, or perhaps after a few
reflections. In contrast, at lower frequencies diffraction
makes signal reflections more diffuse, creating many paths
from source to destination, which leads to a complex time-
varying channel best modeled in a statistical manner. As a
result of these propagation characteristics, the possibility
of doubling the data rate by polarization multiplexing is
opened up at mm-wave. While reflections tend to mix the
polarization [59], [60], mm-wave signals that propagate via
LOS or with a limited number of reflections typically
maintain enough polarization diversity to allow separation
at the receiver. Under these conditions, it should be
possible to equalize the cross-polarization contamination
at the receiver. It is still unclear whether polarization
multiplexing can be exploited in strongly non-LOS
channels with many reflections.

For a fixed aperture, mm-wave and RF signal propa-
gation have comparable propagation loss. However,
because of antenna directivity, mm-wave links are more
suited to point-to-point applications or environments with
only a few reflections. Otherwise, there is no fundamental
disadvantage to moving to a higher carrier frequency.6 In
fact, quite the opposite is true, as moving to higher
frequency avails us of more bandwidth for communication,
more secure channels (through use of directivity), and also

5Rain is an important loss mechanism that needs to be taken into
account in the mm-wave link budget, adding an additional 10–30 dB of
loss depending on the path length and frequency.

6Obviously, there are practical challenges to mm-wave implementa-
tions, such as lower aperture efficiency and difficulties designing efficient
power amplifiers or low-noise amplifiers. However, these are engineering
challenges rather than fundamental physical limits.

Pugliell i et al.: Design of Energy- and Cost-Efficient Massive MIMO Arrays

Vol. 104, No. 3, March 2016 |Proceedings of the IEEE 597



more degrees of freedom to share bandwidth through
spatial diversity (in addition to time, frequency, and code).

1) mm-Wave Link Budget:The link budget for an
exemplary mm-wave system is shown in Table 1 [3]. The
downlink (base station to mobile) is at 30 GHz, the uplink
at 60 GHz, and in both cases, the signal bandwidth is
500 MHz. Ranges of 0.25 and 0.5 km are considered.
Achievable downlink data rates in excess of 4 Gb/s are
possible with sufficient antenna gain. The Tx power and
gain of the base station are fairly high at 40 dBm and
25 dBi, respectively, but in practice this can be efficiently
realized with a large array of low-power transmitters. At
the mobile, the required power and gain are more modest
(23 dBm, 12 dBi) since mobile devices are smaller in size,
have smaller energy sources, and their antennas are much
more likely oriented in unfavorable direction. Based on
today’s CMOS technology, 39 dBm EIRP has been
demonstrated using phased arrays [61] in the 60-GHz
band, and it is not unreasonable to assume that similar
levels can be achieved up to E-band.

2) mm-wave Link Budget Challenges:The link budget in
Section V-A1 considered a LOS link. Non-LOS channels
present a much more varied picture. Outdoor measure-
ments across the mm-wave bands have found a fairly large
difference in propagation loss exponent between LOS and
NLOS paths; while LOS propagation is nearly free-space,
NLOS paths can be severely affected by the reflection loss
and increased path length [62]–[65]. The most benign
NLOS environments are not much worse than LOS ones,
but in the worst case, the capacity is significantly
degraded. In indoor channels, it is found that NLOS paths
at 60 GHz usually experience a path loss around 10 dB
greater than LOS [66]. In summary, indoor or short-range
NLOS links can be used quite reliably as long as there is
sufficient link budget margin. Medium-range links can
probably be set up in NLOS conditions with reasonable

reliability, while long-range mm-wave communications
may have to rely on LOS propagation. Finally, attenuation
of signals through windows and walls is potentially higher
at mm-wave frequencies, requiring higher margins in the
link budget due to the variability of this loss as a function
of construction materials.7

The problem of low-SNR network management is even
more severe at mm-wave than RF since the array gain is
more critical to achieving the desired link budget. Efficient
protocols for user detection and registration and beam-
forming weight estimation are an active area of research. A
related problem is user mobility; due to the smaller
wavelength and narrower beams at mm-wave, tracking
moving users is more challenging than at RF. It is currently
unknown what user speeds can be supported with practical
mm-wave systems.

B. Digital Versus Analog Beamforming
There is an important distinction between an MIMO

receiver, where each antenna element has an independent
ADC (Fig. 10), and a traditional phased array, with an RF
phase shifter at each element (Fig. 11). Clearly, the MIMO
digital architecture has a larger hardware footprint, but
allows the greatest signal processing flexibility, including
SU-MIMO, MU-MIMO, and phased array beamforming.
An analog implementation, in contrast, can create an
arbitrary antenna pattern (with gain and phase control at
each element) for a single stream, but requires duplication
of the full hardware to support multiple beams.

Another point to consider is the interference rejection
provided by the two architectures. The dyanmic range of a
wireless receiver is almost always limited by interferers
rather than the signal of interest (the so-called ‘‘near–far
problem’’). By providing spatial filtering in the analog
domain, analog beamforming is able to relax the linearity

TABLE 1Link Budget for a mm-Wave Downlink (Base Station to Mobile) and Uplink (Mobile to Base Station)

7Since a significant fraction of mobile communication occurs indoors
but most base stations are outdoors, it is very important to address this loss
component.
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requirements of the receive chain by attenuating out-of-
beam interferers. In contrast, since spatial filtering does
not occur until after digitization, each receiver in the
digital beamforming architecture must handle the full
interferer strength.

1) Baseband Analog Beamforming and Nulling:Given that
RF phase shifters are bulky and lossy, we have proposed
baseband analog beamforming and nulling [67], which is
accomplished by simply taking weighted combinations of
the baseband I and Q waveforms. Current-domain
summation can be implemented with minimal loss
compared to RF combining, and the architecture is well
suited to forming beams across the boundary of multiple
chips, as high bandwidth currents can be routed off-chip
and summed in an efficient manner.

On the transmitter side, baseband analog beamforming
and nulling is even more compelling, as the phase shifting
and amplitude scaling can be embedded into the analog
modulation process with little overhead. In fact, due to the
plethora of antennas, we can go one step further and use
the array to not only do beamforming or nulling, but to

form higher order constellations. In [68], we synthesized a
16-QAM waveform from an array of 4 I and 4 Q antenna
elements. The antenna elements were partitioned akin to a
segmented DAC, with three of the four elements unary
weighted and a single-element binary weighted with 2-bits
of resolution. This allowed the transmitters to be much
more efficient by utilizing highly nonlinear switching
amplifier topologies (Class E=F2).

2) Hybrid Beamforming:An appealing architecture for
mm-wave bands is a hybrid digital/analog approach where
subarrays of antennas are controlled using analog
beamforming. These subarrays can be used directly to
sectorize the environment (Fig. 12) or can be followed by a
lower-dimensional digital beamformer that is able to
generate more complex beampatterns [69]–[72]. A hybrid
architecture can balance the reduced complexity of analog
beamforming with the greater flexibility of digital
beamforming.

3) Interference Mitigation and Spatial Diversity:As we
have seen, arrays of radios are used to minimize
interference through transmit and receive beamforming,
essentially filtering the signal in the angular domain. The
detrimental impact of multipath propagation is also
minimized since multipath components at most angles of
arrival will be filtered by the receiver beampattern.
Moreover, when a receiver link margin is not noise-
limited, but rather interference-limited, some gain can be
traded off and a beam null can be intentionally inserted
into the pattern in the direction of an interferer (Fig. 13),
in theory completely eliminating the undesired signal. In

Fig. 10. Fully digital MIMO system. Note that spatial filtering does not

occur until the baseband, which means the entire front end is subject to

interference from all directions.

Fig. 11. RF phase-shifting array. Since spatial filtering occurs at the

front end after the phase shifters, the subsequent blocks have relaxed

linearity requirements.

Fig. 12. Hybrid analog/digital array receiver array. Note that a cluster

of streams is routed to a subarray of antennas, each cluster pointing in

a programmable direction through analog beamforming. Digital

pattern shown is for illustrative purposes only; in reality, a generalized

beam will be formed.
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practice, beam nulling requires very high precision in the
beam coefficients, and any amplitude error ð��Þ or phase
mismatches ð�
Þ, arising from quantization noise, phase
noise, and other nonidealities, limits the peak-to-null ratio
to 10 logð�2

� þ �2

Þ � 10 logðMÞ [73].

4) True Time Delay Array:As discussed in Section III-A,
when the propagation time across the array aperture is
comparable to the symbol period, wideband beamforming
techniques must be used. In a mm-wave system, this will
almost always involve the use of analog TTD elements,
which is generally bulkier and lossier than a phase shifter.
In many cases, switched transmission lines, or artificial
delay lines, are employed. In [74], an integrated variable
time-delay architecture is proposed, but fundamentally the
size of the realizable array is limited by the achievable
maximum delay. The time-delay element can be embedded
into the amplifiers in a chain, thereby absorbing device
capacitance into the structure as well [75].

C. mm-Wave LO Distribution
Synchronization specifications for a large array are

presented in Section IV-C, leading to an architecture
where a common low-frequency reference is distributed
across the array, and the LO and sampling clocks are
generated locally for a single element or a small group of
elements. One can think of this as taking a single PLL,
segmenting it, and placing the segments close to antennas
they serve. Since the phase noise of an oscillator is
inversely proportional to its power dissipation, by
exploiting the phase noise averaging, different amounts
of PLL segmentation will, to first order, consume the
same total power for a given system phase noise
specification. However, due to factors such as PLL
overhead power, routing loss, and VCO efficiency, the
amount of segmentation will greatly affect the overall
system power. The following sections will discuss these

tradeoffs and how they influence the overall LO
distribution architecture.

1) LO Routing:When planning the routing of a large
array, one important consideration is the phase/delay
shifting capability required of each element. Since even
phased arrays can naturally calibrate for LO routing skew
(Section IV-C2), signal distribution to a large number of
elements will not necessarily require skew matching
schemes such as H-trees. Therefore, the total route length
can in principle grow linearly instead of exponentially.

Another important consideration is the ratio between
LO power consumption required to meet the phase noise
specification and the LO power that needs to be delivered
to the load. If these are similar, then any routing losses will
dissipate significant amounts of power. If instead the load
requires much higher power levels than the source, the LO
can be routed with little efficiency loss and gain elements
can be used at the load to deliver the required power. In
practice, due to the limited achievable transmission line
impedances, it will be necessary to distribute gain elements
along the LO distribution network. This reduces the
efficiency, but allows for more realistic line impedances.

2) VCO Efficiency:As mentioned earlier, the phase noise
of an oscillator is inversely proportional to the power
dissipated. The VCO figure of merit (FOM) is a useful
metric to compare multiple VCOs at different phase noise
levels

FOM¼ 10 log
LfDfg PDC

1 mW
f0
Df

� �
2

0

@

1

A : (17)

Here, LfDfg is the phase noise at offset frequency Df from
the resonance frequency f0, and PDC is the oscillator’s
power consumption. It has been discussed in [76] that for
any LC oscillator with efficiency �, noise factor F, and tank
quality factor Q, the FOM can be described in the
following form:

FOM¼ 10 log
kTF
2�Q2 10�3

� �
(18)

and that for an efficiency of 100% and a noise factor of
ð1þ �Þ, the maximum achievable FOM is

FOMopt ¼ �174:6� 20 logQ: (19)

In [76], a VCO within 1.5 dB of this optimal FOM was
demonstrated at RF. While efficiencies will typically be

Fig. 13. Receiver that performs beamforming and nulling to maximize

SNDR.
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lower at mm-wave, for a given VCO topology, the FOM is
largely dependent on the tank Q.

When the system’s PLL is divided into NPLL segments,
the power of each VCO should decrease by NPLL , and its
noise should increase by the same factor for constant
FOM. However, to reduce the power, the tank impedance
will also need to be increased by NPLL . Achievable values
of Qmay vary dramatically for different tank impedances,
which will change the FOM and cause the power–noise
tradeoff to deviate from the ideal relationship. For
instance, very large values of inductance may lead to
operation too close to the self-resonant frequency (SRF),
and very small values of inductance may require small
wires and be highly resistive. When deciding on the level
of PLL segmentation, the achievable tank impedances will
affect the range of feasible options and may significantly
change the optimum. At mm-wave frequencies, even
relatively small inductances will yield large tank impe-
dances with good Q, which may drive mm-wave systems to
higher levels of optimum segmentation than RF systems.

3) PLL Bandwidth:In most situations, a low-frequency
crystal reference will be required to achieve the specified
frequency error and low-frequency phase noise. The available
frequencies of crystals range from the low-MHz range up to a
few hundred MHz, with a phase noise floor on the order of
�150 dBc/Hz. In RF systems, frequency multiplication will
lead to in band reference noise on the order of�115 dBc/Hz,
which is well within tolerable levels for high-order constella-
tions, even with relatively low carrier recovery (CR)
bandwidths. At mm-wave, since the reference frequency is
multiplied by around 1000�, the in-band phase noise of the
PLL is limited to approximately �90 dBc/Hz. This will
potentially be a significant contributor to the overall
integrated phase error and limit the constellation order,
unless aggressive CR bandwidths are pursued.

Traditionally, for a given reference noise and oscillator
noise level, the PLL bandwidth is selected to achieve the
lowest amount of integrated phase noise at the PLL output.
In Section IV-C3, it was shown that the PLL bandwidth
should be set close to the CR bandwidth. Combining these
two requirements, the optimum value of the PLL
bandwidth will be a function of both the CR bandwidth
and the relative noise levels between the reference and
oscillator as in a conventional PLL design. The choice of
the common reference frequency will also depend upon
the CR bandwidth and the optimal PLL bandwidth.

D. Antennas and Packaging Challenges at mm-Wave
Two key challenges in realizing a complete mm-wave

phased array system are the IC packaging and antenna design.
Leveraging advanced printed circuit board (PCB) fabrication
techniques, high-performance RF substrates, and high-
density flip-chip packaging is critical to meet these challenges.

1) Overview:Unlike at lower frequencies, where
antennas and packaging may be decoupled in practice, at

mm-wave they are typically co-optimized to minimize
routing losses and control parasitic coupling. The result is
a combined chip-antenna module, with only low-frequency
electrical interfaces to the outside world, other than the
transmitted and received electromagnetic radiation from
the antennas themselves. Modules are typically realized as
a ball-grid array (BGA) package built on a low-loss
substrate, such as low-temperature co-fired ceramic
(LTCC) or high-performance laminates such as Rogers
4003C [77] or Taconic TLY-05 [78]. An example diagram
of a mm-wave BGA module previously characterized at the
BWRC is shown in Fig. 14.

The inductances and capacitances associated with
conventional bondwire-based packaging become increas-
ingly problematic at mm-wave frequencies, which lead to
the use of flip-chip packaging techniques. Since flip-chip
also allows for area-array IO pads (in the interior of the
chip, as well as around the perimeter), it also helps to
reduce routing complexity in phased arrays with many
elements. Antenna elements can be directly above the
corresponding transceiver element on the RFIC without
having to increase element-to-element spacing, or resort-
ing to convoluted phase-matched routing lines.

BGA packages also tend to have many metallization
layers, each satisfying different requirements. RF feedlines
and antennas can be on their own layers to minimize
coupling to the rest of the circuits. Thicker power planes
on separate layers minimize ohmic losses in the supply
networks. IF outputs and digital control signals may be on
yet another routing layer. The result is a complex,
multilayer stack that can have as little as 4 or as many as
12 or more routing layers [79], [80]. Dielectric materials
and thicknesses must be carefully chosen to optimize
antenna performance.

2) Antenna Design:For the base station, particularly in a
sectorized system, higher-gain antennas such as horn
arrays can be employed to increase gain while trading off
beam-steering range. In mobile devices, the vast majority
of mm-wave antenna modules make use of microstrip
patch antennas, which is compatibile with planar PCB and

Fig. 14. mm-wave antenna module with BGA footprint, implementing

a quadrature spatial combining transmitter [68], [79]. To reduce its

impact on the radiation pattern, the silicon RFIC is attached on the

opposite side of the package as the antennas.
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