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Abstract

We introduce the concept of vision-realistic rendering–the generation of images that incorporate characteristics
of a particular individual’s optical system. We then describe a pipeline for creating vision-realistic images. First,
a subject’s optical system is measured by a Shack-Hartmann wavefront aberrometry device. This device outputs
a measured wavefront which is sampled to calculate an object space point spread function (OSPSF). The OSPSF
is then used to blur input images. This blurring is accomplished by creating a set of depth images, convolving
them with the OSPSF, and finally compositing to form a vision-realistic image. We discuss applications of vision-
realistic rendering in computer graphics as well as in optometry and ophthalmology and note that our method is
a post-process and can handle simple camera models as a special case.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Display algorithms, View-
ing algorithms

1. Introduction

We introduce a new concept which we call vision-realistic
rendering–the generation of images that incorporate charac-
teristics of a particular individual’s optical system. We de-
scribe a pipeline to achieve vision-realistic rendering and
show some example images. These are the first images in
computer graphics that are generated on the basis of the spe-
cific optical characteristics of actual individuals.

There are two distinct impacts of this research, one from
the point of view of optometry and ophthalmology, and the
other from the perspective of computer graphics. Our tech-
nique enables the generation of vision-realistic images and
animations that demonstrate specific defects in how a per-
son sees. Such images could be shown to an individual’s
optometrist or ophthalmologist to convey the specific visual
anomalies of the patient. Doctors and patients could be edu-
cated about particular vision disorders by viewing images
that are generated using the optics of various ophthalmic
conditions such as keratoconus (Figure 1) and monocular
diplopia.

One of the most compelling applications is in the con-
text of vision correction using laser corneal refractive eye

Figure 1: Vision-realistic image simulating vision based on
actual wavefront data from a patient with keratoconus.

surgeries such as LASIK (laser in-situ keratomileusis). Cur-
rently, in the United States alone, a million people per year
choose to undergo this elective surgery. By measuring sub-
jects pre-op and post-op, our technique could be used to
convey to doctors what the vision of a patient is like before
and after surgery (Figure 5). In addition, by using modeled
or simulated wavefront measurements, this approach could
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provide accurate and revealing medical visualizations of pre-
dicted visual acuity and of simulated vision. Potential can-
didates for such surgery could view these images to enable
them to make more educated decisions regarding the proce-
dure. Still another application would be to show such candi-
dates some of the possible visual anomalies that could arise
from the surgery, such as glare at night.

There are also interesting applications of our technique in
the context of computer graphics and computer animation.
For example, vision-realistic rendering could enhance the re-
alism of a first-person view. As a special case, this approach
can be used as a post-process to simulate camera effects such
as depth of field. Note that the depth map can be manipulated
to achieve non-photorealistic focusing effects, such as keep-
ing a range of depths all in perfect focus. This aspect of our
system provides powerful control that is not available when
the camera model is incorporated in the renderer.

1.1. Previous and Related Work

The first synthetic images with depth of field were computed
by Potmesil and Chakravarty28 who convolved images with
depth-based blur filters. However, they ignored issues relat-
ing to occlusion, which Shinya31 subsequently addressed us-
ing a ray distribution buffer. Rokita29 achieved depth of field
at rates suitable for virtual reality applications by repeated
convolution with 3 � 3 filters and also provided a survey of
depth of field techniques30. Stochastic sampling techniques
were used to generate images with depth of field as well as
motion blur by Cook et al.6, Dippe and Wold7, and Lee et
al.16. More recently, Kolb et al.15 described a more com-
plete camera lens model that addresses both the geometry
and radiometry of image formation. Isaksen et al.13 mod-
eled depth of field effects using dynamically reparameter-
ized light fields. Although we are also convolving images
with blur filters that vary with depth, our filters encode the
effects of the entire optical system, not just depth of field.
Furthermore, since our input consists of two-dimensional
images, we do not have the luxury of a ray distribution
buffer. Consequently, we handle occlusion in an ad hoc man-
ner.

There is a significant and somewhat untapped potential for
research that addresses the role of the human visual system
in computer graphics. One of the earliest contributions, Up-
still’s Ph.D. dissertation35, considered the problem of view-
ing synthetic images on a CRT and derived post-processing
techniques for improved display. Spencer et al.32 investi-
gated image-based techniques of adding simple ocular and
camera effects such as glare, bloom, and lenticular halo.
Bolin and Meyer2 used a perceptually-based sampling al-
gorithm to monitor images as they are being rendered for
artifacts that require a change in rendering technique. Tum-
blin and Rushmeier34, Chiu et al.5, Ferweda et al.8, Ward et
al.36, and Pattanaik et al.24 studied the problem of mapping
radiance values to the tiny fixed range supported by display

devices. They have described a variety of tone reproduction
operators, from entirely ad hoc to perceptually based. Meyer
and Greenberg22 presented a color space defined by the fun-
damental spectral sensitivity functions of the human visual
system. They used this color space to modify a full color im-
age to represent a color-deficient view of the scene. Meyer21

discusses the first two stages (fundamental spectral sensitivi-
ties and opponent processing) of the human color vision sys-
tem from a signal processing point of view and shows how to
improve the synthesis of realistic images by exploiting these
portions of the visual pathway. Pellacini et al.26 developed
a psychophysically-based light reflection model through ex-
perimental studies of surface gloss perception. Much of this
work has focused on human visual perception and perceived
phenomena; however, our work focuses exclusively on the
human optical system and attempts to create images like
those produced on the retina. Perceptual considerations are
beyond the scope of this paper.

In human vision research, most simulations of vision18 � 25

have been done by artist renditions and physical means, not
by computer graphics. For example, Fine and Rubin9 � 10 sim-
ulating a cataract using frosted acetate to reduce image con-
trast. With the advent of instruments to measure corneal
topography and compute accurate corneal reconstruction,
several vision science researchers have produced computer-
generated images simulating what a patient would see. Prin-
cipally, they modify 2D test images using retinal light dis-
tributions generated with ray tracing techniques. Camp et
al.3 � 4 created a ray tracing algorithm and computer model
for evaluation of optical performance. Maguire et al.19 � 20

employed these techniques to analyze post-surgical corneas
using their optical bench software. Greivenkamp12 created
a sophisticated model which included the Stiles-Crawford
effect23, diffraction, and contrast sensitivity. A shortcoming
of all these approaches is that they overlook the contribution
of internal optical elements, such as the crystalline lens of
the eye.

Garcia, Barsky, and Klein11 developed the CWhatUC sys-
tem, which uses a reconstructed corneal shape to blur 2D
images to simulate an individual’s visual acuity. Since the
blurring is done in 2D image space, depth effects are not
modeled. In a similar vein, Barsky et al.1 extended the work
of Kolb et al.15 by tracing rays through a corneal surface ex-
tracted from actual patient data instead of a system of cam-
era lenses. Both these approaches only consider effects due
to the cornea, whereas we are able to include effects of the
entire optical system.

2. Methods

2.1. Shack-Hartmann device

The Shack-Hartmann Sensor27 (Figure 2) is a device that
precisely measures the wavefront aberrations, or imperfec-
tions, of a subject’s eye33. It is believed that this is the
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Figure 2: Measuring the specific vision characteristics of
a subject using a Shack-Hartmann wavefront aberrometry
device.

most effective instrument for the measurement of human eye
aberration17. A low-power 1 mm laser beam is directed at the
retina of the eye by means of a half-silvered mirror. The reti-
nal image of that laser now serves as a point source of light
for a wavefront that passes through the eye’s internal opti-
cal structures, past the pupil, and eventually out of the eye.
The wavefront then goes through a Shack-Hartmann lenslet
array to focus the wavefront onto a CCD image array, which
records it.

The output from the Shack-Hartmann sensor is an image
of bright points where each lenslet has focused the wave-
front. Image-processing algorithms are applied to determine
the position of these centroids to sub-pixel resolution and
also to compute the deviation from where they would ide-
ally be. The local slope of the wavefront is determined by
the lateral offset of the focal point from the center of the
lenslet. Phase information is then derived from the slope14.

The limited number of lenslets provides only a sparse
sampling of the overall wavefront; thus, a Zernike-
polynomial surface is fit to these samples. This provides a
continuous surface, enabling us to sample the wavefront at a
much higher rate.

2.2. Object Space Point Spread Function

We introduce the object space point spread function (OS-
PSF), which is similar to the usual image space point spread
function, except that it is defined in object space and thus
it varies with depth. The OSPSF is a continuous function
of depth; however, we discretize it, thereby defining a se-
quence of depth point spread functions (DPSF) at some cho-
sen depths.

Since human blur discrimination is nonlinear in distance
but approximately linear in diopters (a unit measured in in-
verse meters), the depths are chosen with a constant dioptric

Figure 3: A simplified view: Rays are cast from a point light
source on the retina and pass through a virtual lens, thereby
creating the measured wavefront. This wavefront is sampled
and rays are cast normal to it. The DPSFs are determined
by intersecting these rays at a sequence of depths.

spacing ∆D and they range from the nearest depth of interest
to the farthest.

The DPSFs are histograms of rays cast normal to the
wavefront. To compute these functions (Figure 3), we first
place a grid with constant angular spacing at each of the cho-
sen depths and initialize counters in each grid cell to zero.
Then we iteratively choose a point on the wavefront, calcu-
late the normal direction, and cast a ray in this direction. As
the ray passes through each grid, the cell it intersects has
its counter incremented. This entire process is quite fast and
millions of rays may be cast in a few minutes. Finally, we
normalize the histogram so that its sum is unity.

In general, wavefront aberrations are measured with the
subject’s eye focused at infinity. However, it is important to
be able to shift focus for vision-realistic rendering. This is
achieved by reindexing the DPSFs, which is equivalent to
shifting the OSPSF in the depth dimension. Note that this
may require the computation of DPSFs at negative distances.

2.3. Blurring

Our vision-realistic blurring algorithm can be summarized
as follows: (1) create a set of depth images, (2) blur each
depth image, and (3) composite the blurred depth images to
form a single vision-realistic image.

We begin with the depth information for the image, and
create a set of disjoint images, one at each of the depths
chosen in the preceding section. Ideally, the image at depth
d would be rendered with the near clipping plane set to
d � ∆D � 2 and the far clipping plane set to d � ∆D � 2. Un-
fortunately, this is not possible because we are using previ-
ously rendered images and depth maps. However, we have
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Figure 4: Simulation of vision of an aberration-free model
eye.

found that in practice, the following technique works well:
For each depth, d, those pixels from the original image that
are within ∆D � 2 diopters of d are copied to the depth image.
Since occluded pixels are likely to be similar to neighboring
pixels, partial occlusion is handled by convolving the depth
image with a Gaussian and copying pixels from the result to
pixels occluded in the depth image (i.e., pixels nearer than
d � ∆D � 2). Although we believe that this approach works
fairly well, the observant viewer will notice some subtle ar-
tifacts in our example images.

Once we have the depth images, we convolve them with
the corresponding DPSFs to create a set of blurred depth im-
ages. Finally, we composite these blurred depth images into
a single, vision-realistic image. This step is performed from
far to near, following the alpha channel compositing rules.

3. Sample Images

Figures 1, 4 and 5, are vision-realistic renderings of a room
scene. These images demonstrate the vision of actual indi-
viduals based on their measured data. The field of view of
the image is roughly 46 � and the pupil size is rather large at
5.7 mm.

Figure 1 uses data measured from the left eye of female
patient KS who has the eye condition keratoconus. This im-
age shows the distortion due to the irregular astigmatism that
is associated with this complex-shaped cornea.

Figure 5 uses both pre-op and post-op data from the right
eye of male patient DB who has undergone LASIK vision
correction surgery. Pre-op vision is simulated in Figure 5(a)
while Figure 5(b) simulates post-op vision. The pre-op im-
age shows the characteristic extreme blur pattern of the
highly myopic patients who tend to be prime candidates for
this surgery. Although the vision has been improved by the
surgery, it is still not as good as the aberration-free model
eye (Figure 4). Validation of such images is an area of future
work for us.

Figure 6 shows several frames from a rack focus applied

Figure 5: Simulation of vision of LASIK patient DB based
on (a) Pre-op and (b) Post-op data.

to a shot from Pixar’s short film Tin Toy. The original short
film was rendered without depth of field. We add depth of
field to this shot to draw the audience’s attention away from
the Tin Toy to the baby as he enters the scene. The depth
information for this short film no longer exists; thus, we
hand-generated the depth map. We deduced a 100 mm fo-
cal length lens which corresponds to a 23 � field of view. In
these frames, we set the aperture to f/2.8.

Table 1 provides computation times, number of DPSFs
computed, number of wavefront samples (rays cast), and the
maximum width of the DPSFs for the figures in this paper.
Not all the DPSFs are used during blurring; the number that
were actually used is given in parentheses.

4. Conclusion

We introduced the concept of vision-realistic rendering–the
computer generation of synthetic images that incorporate
the characteristics of a particular individual’s entire optical
system. We presented methods for achieving vision-realistic
rendering and demonstrated those methods on sample im-
ages. Applications of vision-realistic rendering in computer
graphics as well as in optometry and ophthalmology were
presented.
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Figure # DPSFs # Samples DPSF Width DPSF Computation Time Convolution Time Total Time

1 26 (11) 1 million 63 0:26 1:46 2:12

4 26 (11) 1 million 1 0:05 0:35 0:40

5(a) 26 (11) 1 million 127 0:26 2:03 2:29

5(b) 26 (11) 1 million 127 0:27 2:02 2:29

6(a) 136 (133) 1 million 33 0:24 19:30 19:54

6(b) 136 (133) 1 million 25 0:23 6:08 6:31

6(c) 136 (133) 1 million 41 0:24 8:35 8:59

Table 1: Number of DPSFs computed, number of wavefront samples, maximum DPSF width, time to compute the DPSFs, time
to perform convolution, and total time for vision-realistic rendering on a Pentium 4 running at 2.4GHz with 1 GB of RAM.

Figure 6: Frames from a rack focus sequence using a shot
from Pixar’s Tin Toy as input.
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