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Personalized Photograph Ranking and

Selection System Considering Positive and

Negative User Feedbacks

Abstract

In this paper, we propose a novel personalized ranking system for amateur photographs. Our goal

of automatically ranking photographs is not intended for award-wining professional photographs but for

photographs taken by amateurs, especially when individual preference is taken into account. Photographs

are described using 20 image features which can be categorized into three types: photo composition,

color and intensity distribution, and features for personal preferences. We adopt RBF-ListNet as the

ranking algorithm. RBF-ListNet is based on an efficient algorithm, ListNet, using radial basis functions.

The performance of our system is evaluated in terms of Kendall’s tau rank correlation coefficient,

precision-recall diagram, and binary classification accuracy. The Kendall’s tau value (0.434) is higher

than those obtained by ListNet and support vector regression (SVR). The precision-recall diagram and

binary classification accuracy (93%) is close to the best results to date for both overall system and

individual features. To realize personalization in ranking, we propose three approaches: feature-based,

example-based, and list-based approach. User studies indicate that all three approaches are effective in

both aesthetic and personalized ranking. In particular, the example-based approach obtained the highest

user experience rating among all three.

Index Terms

I. INTRODUCTION

With the current widespread use of digital cameras, the process of selecting and maintaining personal

photographs is becoming an onerous task. To address the growing number of photographs and browsing

time, it is desirable to discard unattractive photographs while retaining visually pleasing ones. Due to
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the time-consuming nature of this process, it would be useful to have computation-based solutions to

assist in photograph maintenance. There have been several photographic topics using computation-based

methods. For example, computational aesthetics is proposed to predict the emotional response to works

of art [28], [29]. Several papers propose to use computation-based methods to enhance photographs or

videos for better aesthetics [1], [6], [20], [25], [32], [41]. Photograph assessment, which targets to select

“professional” or “high quality” photographs, is a popular research topic. Computation-based methods

are also applied to photograph assessment to improve the effectiveness of selection. There have been

several feasible solutions for automatic photograph ranking and selection [10], [17], [21], [37]. However,

any solution based on computation will face challenges and difficulties since the judgement of aesthetics

involves sentiments and personal taste [10], [24]. Everyone has his or her unique way to rank photographs.

A fixed ranking list simply cannot meet everyone’s requirements, in the same way that there is no

universally preferred interior design for individual houses.

In this paper, we propose to apply personalization in the traditional photograph assessment problem.

Our goal of automatically ranking photographs is not intended for award-wining professional photographs

but for photographs taken by amateurs, especially when individual preference is taken into account. Figure

1 shows photographs that are top-ranked and bottom-ranked by the proposed system. To take personal

preferences into ranking, we propose an interactive user interface with three approaches: feature-based,

example-based, and list-based approach.

II. RELATED WORK

Various papers propose to select “high quality” photos. A number of papers [34], [38], [39] assess

photos concerning image qualities such as degradation caused by noise, distortion, and artifacts. On the

other hand, Tong et al. [37] and Datta et al. [10] try to classify professional photos and non-professional

photos with low-level features utilized in image retrieval. Ke et al. [17] analyzed the human perception

in aesthetic experience and designed high level feature descriptors such as simplicity, blurriness, and

color distribution. The performance of features is often evaluated by the accuracy of binary classification,

which labels photographs into two classes, such as professional and non-professional. In Ke’s method,

72% classification rate is achieved on a set of 3,000 photos. Our previous work [43] ranks a photo by

nine rules based on aesthetics. The rules include horizontal balance, line patterns, size of ROI (region

of interest), merger avoidance, the rule of thirds, color harmonization, contrast, intensity balance and

May 4, 2012 DRAFT



3

(a)

(b)

Fig. 1. Ranking results by our system without any manually adjustments (a) Top-ranked photographs (b) Bottom-ranked
photographs

blurriness. Accuracy of 81% is achieved on a set of 2,000 photos. Luo et al. [21] treats foreground and

background differently instead of extracting features from the entire photograph, achieving over 93%

classification rate using 12,000 photos.

The work described above can be categorized as rule-based approaches, which extract features based

on photographic aesthetic guidelines. Recently, image descriptors have also been adopted in aesthetic

modeling besides rule-based approaches. Image descriptors such as GIST [26], bag-of-features [9], and

the Fisher Vector [27], have been widely applied to semantic tasks such as object/scene retrieval, images

classification/annotation, and object localization. Its effectiveness is also proven in aesthetic recognition

[23]. The advantage of image descriptor approaches is that they can cover more implicit aesthetic rules

which cannot be covered completely by rule-based approaches. However, the weakness arises from the

lack of flexibility in customization, which can provide unique results according to personal preferences.

Therefore, our framework still adopts the rule-based approach.

In previous work, performance is often evaluated by the accuracy of binary classification. However, even

within two-class photographs, there are still ranks in photographs. San Pedro et al. [31] uses Kendall’s

tau coefficient [19] to measure the similarity between their ranking results and the groundtruth. Kendall’s
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tau coefficient ranges from 1 to −1, where 1 indicates perfect agreement between the two rankings, and

−1 means perfect disagreement. Their work results in a Kendall’s tau value of 0.25 for the ranking based

on visual features of 70,000 photographs collected from the Flickr website. This value indicates that there

is only weak agreement between the ranking list and groundtruth, and thus the authors improve the value

to 0.48 by combining tag information of photographs. The results of our work are also evaluated using

Kendall’s tau; we achieve a value of 0.43 without using tag information of photographs.

These various efforts indicate that there are feasible solutions for automatic photograph ranking and

selection. However, one of the most challenging aspects is that the results tend to be subjective. The

judgement of aesthetics involves sentiments and personal taste [10], [24]. Everyone has his or her unique

way to rank photographs, and a fixed ranking list simply cannot meet everyone’s requirements. Sun

et al. adopted the idea of personalization in which personalized photograph assessment is achieved by

incorporating user preference [36]. However, the assessment is based only on the proportion of the

saliency region that is covered by a predefined region, and uses only 600 photographs and three subjects

in their experiments. In this paper, we introduce a proposed system for ranking photographs according

to individual preferences.

III. SYSTEM OVERVIEW

Figure 2 illustrates the semantic diagram of the proposed system. The proposed system requires training

to learn a model for aesthetic ranking. A set of training photographs, which have been scored, is collected

to train the model. Features are extracted from each of the photographs according to the aesthetic rules

which are discussed in Section IV. Then the features of the training photographs and their scores are

taken as the input data to the RBF-ListNet algorithm to train a ranking model. The details of the RBF-

ListNet will be described in Section V. After training, the ranking model takes the features of a new

photograph as input and it outputs its estimated ranking score. The ranking scores of a photograph set

can be re-ranked through the user interface, which provides three approaches: feature-based, example-

based, and list-based approach. The feature-based approach provides users who understand the twenty

features with the functionalities that can emphasize some features over others by manually adjusting the

weighting for corresponding features. Using the example-based approach, users can select some of the

photographs they like and have the system update the weighting based on these few example photographs.

For the list-based approach, users provide personal photographs with corresponding rankings to re-rank
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the results. Finally, a personalized ranking result can be obtained.

Model

Feature 

Extraction
Training Data

Model 

Training

Photograph 

Collection

Feature 

Extraction

Aesthetic-

based 

Ranking

Preference-

aware 

Re-ranking

Personalized 

Ranking 

Result

Training

Fig. 2. System overview

IV. RULES OF AESTHETICS

Rules of aesthetics in photography describe how to arrange different visual elements inside an image

frame. We categorize these rules into three major categories: photographic composition, color and intensity

distribution, and personalized features.

A. Photographic Composition

Composition involves the placement or arrangement of visual elements in a photograph. Although there

are no absolute rules that guarantee perfect composition for all photographs, there are nonetheless some

principles which suggest a composition that will be pleasing for most people. We use two principles:

rule of thirds and simplicity.

1) Rule of Thirds: The rule of thirds is the most well-known photograph composition guideline [13],

[18]. The idea is to place main subjects at roughly one-third of the horizontal or vertical dimension of

the photograph. An example is shown in Figure 3.

To measure how close the main subjects are placed near these “power points”, the position of main

subjects should be located in each picture. First, each photograph is segmented into homogeneous patches

using a graph-based segmentation technique [11]. Figure 4(b) illustrates the segmented results of the

example photograph shown in Figure 4(a). Simultaneously, we extract the salient map from the photograph

by using the approach proposed by Harel et al. [14], Graph-Based Visual Saliency. The saliency map is
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Fig. 3. Example of rule of thirds: the flower is located at one of the “power points”

shown in Figure 4(c). A saliency value is then assigned to each patch of the photograph by averaging the

saliency for the pixels that are covered by the patch. The combined segmented photograph and saliency

map is shown in Figure 4(d).

We measure the rule of thirds in a photograph by weighted averaging the probability of euclidean

distances between patches and corresponding closest power points. The model is formulated as:

fThirds =
1∑

iAiSi

∑
i

AiSie
−
D2
i

2σ (1)

where Ai is the size of the ith patch, Si is the saliency value of the ith patch, and Di is the distance

from the center of the ith patch to the closest of the four power points (σ = 0.17). The value of fThirds

will be larger when the main subjects are closer to the power points.

(a) (b) (c) (d)

Fig. 4. Locating subject (a) Original photograph (b) Segmented photograph (c) Saliency map (d) Combination of segmented
photograph and saliency map

2) Simplicity: Simplicity in a photograph is a distinguishing factor in determining whether a photograph

is professional or not [17]. We use two kinds of features to measure the simplicity of the photograph:

the size of saliency segments and the simplicity feature proposed by Luo et al. in [21].
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(a)

(b)

Fig. 5. Saliency Area size feature (a) Large saliency region, depicted as the white area in the right frame (b) Small saliency
region

A binary saliency map is created by applying a threshold to the saliency map of the photograph.

BSaliency =

 1, if x < α ·maxSaliency, α = 0.67

0, otherwise.

After obtaining the binary saliency map, bounding boxes are generated for each of the non-overlapping

saliency regions and the areas for all bounding boxes are summed:

fSaliencyArea =
n∑

i=1

Areai
wh

(2)

where w and h are the width and height of the photograph, respectively. An example is shown in Figure

5.

In addition to the size of saliency segments, we also include one of the features from [21] which

defines simplicity as the “attention distraction of the objects from the background”. An example is

shown in Figure 6. We extract the subject region of a photograph and what remains is the background

region and we use the color distribution of the background to evaluate the simplicity of the photograph.

The RGB channels are quantized respectively into 16 different levels and the histogram (H) of 4096 bins
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is generated for the photographs. The simplicity feature is defined as:

fSimp =

( ‖S‖
4096

)
× 100% (3)

where s = {i|H(i) ≥ γhmax}, and γ = 0.01. Table III(b) shows that our implementation performs with

89.48% accuracy which is an improvement over the 73% accuracy of Luo’s method.

(a) (b)

Fig. 6. Simplicity feature (a) High simplicity (b) Low simplicity

B. Color and Intensity Distribution

Lighting condition is an important factor for photography since it affects the realism of photograph due

to the compositions in colors and illumination. We use five principles to measure the color and intensity

distribution of photographs: texture, focus, color harmony, intensity balance, and contrast.

1) Texture: Texture is one of the important features for image retrieval, and it also conveys the idea

of repetitive patterns or similar orientations among photograph components. Photographers also consider

texture richness as a positive feature since repetitions and similar orientations not only extend viewers’

perspective depth but also reflect a sense of harmony.

We use the homogeneous texture descriptor defined in the MPEG-7 standard to extract and describe the

texture richness of the photographs [30]. The MPEG-7 homogeneous texture descriptor is based on the

property of the human brain to decompose the spectra into perceptual channels that are bands in spatial

frequency. It uses the Gabor filter to evaluate the convolution responses of the image under different

scales and orientations [4], [22].
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The Gabor wavelets (kernels, filters) can be defined as follow:

ψu,v(z) =
‖ku,v‖2

σ2
e

(
− ‖ku,v‖2‖z‖2

2σ2

) [
eizku,v − e−

σ2

2

]

where

ku,v =

 kjx

kjy

 =

 kv cosφu

kv sinφu

 , kv =
fmax

2
v

2

, φu = u(
π

8
),

where v = 0, ..., vmax−1, u = 0, ..., umax−1. The MPEG-7 homogeneous texture descriptor consists of

mean and variance of the image intensity and the combination of five different scales {0, 1, 2, 3, 4} and six

different orientations {30◦, 60◦, 90◦, 120◦, 150◦, 180◦}. This texture feature performs well in classification

accuracy (84.15%) as shown in Table III(b).

2) Focus: Photographs that are out of focus are usually regarded as poor photographs, and previous

work has included blurriness as one of the most important features for determining the quality of the

photographs [17], [37]. Figure 7 shows an example. The photographs are transformed from spatial domain

to frequency domain by a Fast Fourier Transform, and the pixels whose values surpass a threshold are

considered as sharp pixels (t = 2).

ffocus =
number of clear pixels

total pixels
(4)

Depth of field (DOF) is the distance between the nearest and farthest objects in a scene which are

focused in the image. Professional photographers usually put main objects in the depth of field for

emphasis, while background and minor objects are out of the depth of field. We manage to describe the

usage of DOF by partitioning a photograph into grids and applying blur detection on them.

fDOF =
number of clear grids

total grids

We exclude grids with low color variations because they sometimes produce an erroneous evaluation of

low quality on what is really a high quality image.

3) Color Harmony: Harmonic colors are known to be aesthetically pleasing in terms of human visual

perception, and we use this to measure the quality of color distribution for the photographs. Figure 8

shows an example. The optimization function defined by [7] is:
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(a) (b)

Fig. 7. Focus feature (a) High focus (b) Low focus

F (X, (m,α)) =
∑
p∈X

∥∥∥H(p)− ETm(α)
(p)
∥∥∥ · S(p) (5)

where H and S are the hue and saturation channels for a photograph, respectively, and X is the input

image with each pixel in the image denoted by p. The best color template m and the best offset α are

determined to minimize the optimization function so as to create the most pleasant visual result, and we

define our color feature accordingly.

(a) (b)

Fig. 8. Color Harmonization feature (a) Harmonic color (b) Less harmonic color

4) Intensity Balance: Balance provides a sense of equilibrium and is also a fundamental principle

of visual perception in that our eye seeks to balance the elements within a photograph. Photographic

composition involves organizing the positions of objects within the image and balancing them with respect

to lines or points that establish the harmony. Figure 9 shows an example. The weight for each pixel is

given according to its intensity. Two sets of histograms are produced for the left and right portions of

the image. The histograms are later converted into chi-square distributions to evaluate the similarities
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between them.

fbalance =

∣∣∣∣∣∣
√√√√ k∑

i=1

(Eleft − Eright)

∣∣∣∣∣∣ (6)

(a) (b)

Fig. 9. Intensity balance feature (a) balanced (b) left-right unbalanced

5) Contrast: Contrast can be defined as the dissimilarity between components within a picture. Figure

10 shows an example. In our system, we measure two types of contrasts: Weber contrast and color

contrast. Weber contrast for any given image is defined as:

fWeberContrast =
1

width

1

height

width∑
x=0

height∑
y=0

I(x, y)− Iavg
Iavg

(7)

where I(x, y) represents the intensity at a position (x, y) of the image and Iavg is the average intensity

of the image. Weber contrast measures the disparity between components in terms of intensity values

within the photograph; however, we would also like to consider the color dissimilarity. Therefore, we

use the color difference equation by CIE2000 [33] to determine color contrast.

The image segmentation method is applied to photographs and the mean color is computed for each

segment [11]. Color disparity is calculated and summed for each pair of segments according to their

mean colors and the sum is then normalized by the number and the size of color segments.

fColorContrast =
n∑

i=0

n∑
j=i+1

(1−D(i, j))
C(i, j)

MiMj
(8)

where D(i, j) is the relative distance between two segments and C(i, j) is the color dissimilarity between

the two segments. The combined result of Weber and CIE2000 contrasts yields features with good
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(a) (b)

Fig. 10. Contrast feature (a) High contrast (b) Low contrast

accuracy (84.12%), as shown in Table III(b).

C. Personalized features

Although photographs can be assessed based on aesthetic rules, these rules do not fully capture

personal taste. For example, some people may prefer photographs with a specific color style, or high

color saturation, or high intensity, etc. Others even prefer portraits over scenic photographs. Although

these properties are not suitable for assessing photographs, it is still necessary to include them as features.

These personalized features are described in this section.

1) Color preference: Color can be represented by brightness, saturation, and hue. Some photograph

selection is based on a specific color style. For example, the color green contributes more than other

colors in plant photographs, whereas the color blue plays a dominant role in sea and sky photographs.

An example is shown in Figure 11. To meet each user’s preference in color style of photographs, we add

three color preference features to our system: brightness, saturation, and RGB channels.

Brightness, also referred to as intensity, records the average intensity of whole pixels in each photo-

graph. The saturation of whole pixels is averaged as a feature. RGB channels are used as features since

this provides a more friendly user interface than that using the hue feature. Average values of whole

pixels are calculated separately for each of red, green, and blue channels. Grayscale pixels are omitted.

Consequently, the ratio of each of red, green, and blue divided by the sum of the three channels, is

calculated and assigned as a feature.

2) Black-and-white ratio: Appropriate color arrangements can make photographs more attractive and

outstanding. However, for black and white photography, composition is the primary determining factor.
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(a) (b)

(c)

Fig. 11. Color preference (a) High brightness and low brightness (b) High saturation and low saturation (c) Color style (when
green and blue are selected)

To distinguish black and white photographs from color photographs, one feature descriptor is added to

indicate if a photograph is colorful. The black and white feature is also treated as a personalized factor.

3) Portrait with face detection: Faces are treated as a part of region of interest in photographs and

faces are also selected as one of personalized features since users may prefer photographs of human

figures.

4) Aspect Ratio: The aspect ratio of photographs can affect photograph composition. The aspect ratio

of 4:3 and 16:9 are often used.

fAspectRatio =
width

height
(9)

V. AESTHETIC LEARNING AND PERSONALIZATION

A. Learning to Rank

Related to the classification problem, ranking generates an ordered list according to certain criteria,

such as utility function. A ranking algorithm assigns a relevant score to each object, and the score

order represents the relevance to the goal function. A model can be trained to predict scores and ranks

by ranking algorithms with a set of training data. The training procedure is commonly referred to as

learning to rank.
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In our work, a set of photographs is selected as training photographs; we denote the set by D =

{d1, d2, ..., dN}, where di is the i-th photograph, and N is the number of training photographs. For

each training photograph in the set, there is a corresponding score, forming a set of scores denoted

by Y = {y1, y2, ..., yN}, where yi is the relevance score of photograph di. A feature vector, denoted

xi = (x1i , x
2
i , ..., x

M
i ) where M is the number of dimensions, is extracted from each photograph based

on the rules described in Section IV. A ranking algorithm f is trained to predict the scores of test data

by leveraging the co-occurrence patterns among feature X and score Y. During training the ranking

algorithm, a list of predicted scores, denoted S = {s1, s2, ..., sN} = {f(x1), f(x2), ..., f(xN )}, is

obtained for the set D of training photographs. The ranking algorithm f is optimized by minimizing

the loss function L(Y,S).

The state-of-the-art algorithms can be categorized into pairwise approaches and listwise approaches

[2], [40]. The pairwise approaches formulate the ranking problem as a classification problem by judging

if object pairs are correctly or incorrectly ranked. RankSVM is one of the pairwise approaches based

on the support vector machines [15]. However, the pairwise approach will encounter the problem of

effectiveness due to the pair instance learning (N2 pairs), which is time consuming while N is large.

The listwise approach, such as ListNet, overcomes the shortcomings of the pairwise approach and is

efficient [40]. ListNet employs cross-entropy between two probability distributions of input scores and

predicted scores as a listwise loss function (Eq. 10).

L(Y,S) = −
N∑
i=1

P (yi)log(P (si)) (10)

and

P (si) =
Φ(si)∑N
j=1 Φ(sj)

(11)

where function Φ is an increasing and strictly positive function; we adopt the exponential function in our

work. The loss function is minimized with a linear neural network model. A weight is assigned to each

feature and the sum of linear weighted features is the predicted score.

zi = f(xi) = w · xi (12)

where w = (w1, w2, ..., wM ) is the weighting vector of features.
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B. RBF-ListNet

A problem of ListNet is the oversimplied assumption in the score function, which only considers the

linear relationship of features (Eq. 12). Previous literature shows that the characteristics of multidimen-

sional data such as music are better modeled with a non-linear function such as radial basis function

(RBF) [42]. A RBF neural network can approximate well any function under certain mild conditions [5].

Therefore, RBF-ListNet is proposed as a ranking algorithm, which adapts the RBF neural network model

as the ranking model of ListNet [42]. In our work, we adopt the RBF-ListNet as the ranking algorithm,

and a comparison with results of ListNet will be shown in Section VI.

The score function for xi is based on a cosine radial basis function and is defined as

f(xi) =
K∑
k=1

λkhk(xi)

hk(xi) =
αk

(||xi − vk||2 + α2
k)1/2

(13)

where λk is the weight of the kth hk function, hk(xi) is the response of the function located at the kth

prototype vk to an input vector xi, αk is the reference distance for function hk, and K is the number of

radial basis functions.

The loss function to be minimized is the same as Eq. 10. A gradient descent algorithm is used to

update the value of λk, vk, and αk.

λk ← λk − η ·∆λk

vk ← vk − η ·∆vk

αk ← αk − η2 ·∆αk

(14)

∆λk, ∆vk, and ∆αk are derived as:

∆λk =
N∑
i=1

δ(f(xi), yi)hk(xi)

∆vk =
λk
α3
k

N∑
i=1

δ(f(xi), yi)hk(xi)
3(xi − vk)

∆αk =
λk
αk

N∑
i=1

δ(f(xi), yi)hk(xi)(1− hk(xi)
2)

(15)
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where δ(f(xi), yi) = P (f(xi)) − P (yi) is the estimation error for xi. η is the learning rate for λk and

vk, and η2 is another learning rate for αk. The value of η2 is set one order of magnitude lower than η

according to [16]. The weights λ are all initialized to zero, the v are determined by K-mean clustering,

and the reference distance α are computed with αk = mint6=k ||vk − vt||.

The flow of RBF-ListNet algorithm is:

Algorithm 1: RBF-ListNet Algorithm

Input: N training photos and scores ((xi, si), i = 1 ∼ N), K (the number of radial basis function), η

(learning rate for λ,v), η2 (learning rate for α), δ (convergent threshold)

Output: RBF neural network model parameters λ,v, α

while true do

Compute f(xi) according to Eq. 13

Transform the ranking scores to probabilities using Eq. 11

Compute the loss L according to Eq. 10

if changes in L is smaller than δ then

break

end if

Update parameters at rates η and η2 according to Eq. 14 and 15

end while

C. Personalization

After training, a ranking list of photograph collections can be estimated by the trained model. To

meet each individual’s tastes, re-ranking according to personal preferences is necessary. Therefore, a user

interface is proposed for personalized ranking. Users are able to show their own preference through three

approaches: feature-based, example-based, and list-based approach.

1) Feature-based approach: Since features can be extracted from each photograph according to the

rules described in Section IV, we allow users to re-rank the photographs depending on personal preference
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rules. The users can increase the weightings of preferred rules and decrease those of disliked rules. First,

we calculate the z-scores of all features dimension for each photograph. The z-score function is defined

as

z(xji ) =
xji − µj
σj

(16)

where µj is the mean value, and σj is the standard deviation of the feature xj .

Personalized ranking is further realized based on the z-score. We define the function s
′

i to scale the

score estimated by the ranking algorithm.

s
′

i = f
′
(xi) =

M∏
j=1

wjz(x
j
i )f(xi) (17)

where wj is the weighting of feature xj . The weighting is initially set to 1 for all features and can be

manually adjusted by users. After the adjustments, scores s
′

are updated and used for re-ranking the

photographs.

2) Example-based approach: In addition to the feature-based approach, we provide an example-based

approach which allows users to re-rank photographs by providing preferred examples. In these examples,

the features whose values are over or under the mean value of all photographs will be taken into the

weighting update. The update is according to the feature z-scores in the example photographs, and then

re-ranking on photographs is performed according to the new scores scaled by the updated weightings

as in Eq. 17. The weightings w are updated as follows:

wj = wj + c · z(xji ) (18)

where c is a constant value parameter indicating the step size of updating w. After updating the weights,

scores s
′

are calculated according to Eq. 17. Finally, photographs are re-ranked according to s
′
. In our

system, example-based re-ranking can perform quite well by selecting a minimum number of three to

five example photographs.

3) List-based approach: Using a set of photographs ranked by the public for training, we can obtained a

general model which assesses photographs according to public preference. Similarly, a personal preferred

model can also be obtained using a set of photographs ranked personally. However, if the number of
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provided photographs is insufficient, the trained model may overfit with the data and generate biased

results. A solution to avoid overfitting is to take both the personal and public preferences into considera-

tion. Therefore, in the proposed list-based approach, we allow users to provide ranked photographs, and

a preference-aware model is then trained by the customized RBF-ListNet algorithm. In our system, the

list-based re-ranking can show its effectiveness by providing at least 10 personal ranked photographs.

In the customized RBF-ListNet algorithm, the listwise loss L
′

of personal ranked photographs is

computed according to Eq. 10 in addition to the loss L of training data. At each iteration, the change in

L + ωL
′

is checked. The values of λk, vk, and αk are updated according to Eq. 14, while ∆λk, ∆vk,

and ∆αk are replaced by ∆λ
′

k, ∆v
′

k, and ∆α
′

k defined as:

∆λ
′

k = γ

 ∑
i∈Training

1

N
δ(f(xi), yi)hk(xi) + ω

∑
j∈User

1

M
δ(f(xj), yj)hk(xj)


∆v

′

k = γ · λk
α3
k

 ∑
i∈Training

1

N
δ(f(xi), yi)hk(xi)

3(xi − vk) + ω
∑

j∈User

1

M
δ(f(xj), yj)hk(xj)

3(xj − vk)


∆α

′

k = γ · λk
αk

 ∑
i∈Training

1

N
δ(f(xi), yi)hk(xi)(1− hk(xi)

2) + ω
∑

j∈User

1

M
δ(f(xj), yj)hk(xj)(1− hk(xj)

2)


(19)

where γ is a scalar and ω is the weight of user-ranked photographs, and where ω is determined with a

weighting function based on the probability density function of the exponential distribution. The value

of ω increases while the number of personal photographs grows. The iteration will be terminated when

the change is smaller than the threshold.

The customized RBF-ListNet algorithm is:

Algorithm 2: Customized RBF-ListNet Algorithm for List-based approach

Input: N training photos and scores ((xi, si), i = 1 ∼ N), M user-ranked photographs and scores

((xj , sj), j = 1 ∼M), K (the number of radial basis function), η (learning rate for λ,v), η2 (learning

rate for α), δ (convergent threshold)

Output: RBF neural network model parameters λ,v, α

while true do
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Compute f(xi) according to Eq. 13

Transform the ranking scores to probabilities using Eq. 11

Compute the loss L for N training photos and L
′

for M according to Eq. 10

if changes in L+ ωL
′

is smaller than δ then

break

end if

Update parameters at rates η and η2 according to Eq. 14 and 19

end while

VI. EXPERIMENTS AND USER STUDY

A. Dataset

All data are selected from a photograph contest website, DPChallenge.com, which contains diverse

types of photographs taken by different photographers. Each photograph is rated from 1 to 10 by a

minimum of 200 users so as to reduce the influence of the outliers. We used the 6,000 highest-rated and

6,000 lowest-rated photographs for our experiments, the same data as that was used in [21].

B. Ranking Performance

We evaluate our ranking results using Kendall’s Tau-b coefficient:

τb =
nc − nd√

(n0 − t1)(n0 − t2)

where n0 is the number of all pairs, nc is the number of concordant pairs, nd is the number of discordant

pairs in the lists, t1 is the number of pairs tied in the first list, and t2 is the number of pairs tied in the

second list. The τb coefficient equals 1 for perfect agreement, −1 for total disagreement, and 0 if the

rankings are independent.

Three thousand top ranked photographs and three thousand bottom ranked photographs are selected as

the training data. The corresponding score for each photograph is its rank. The remaining six thousand

photographs are used for testing. The parameters of RBF-ListNet are set as described below. The

convergent threshold δ is set to 1
2e − 3, the learning rate η is set to 10, the learning rate η2 is set
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to 1, and the number of radial basis functions K is set to 8. As a result, a Kendall’s Tau-b coefficient of

0.434 is derived from the predicted score list of test data. We also compare the performance of ListNet and

support vector regression (SVR) [8] with different kernel functions. LIBSVM [3] is utilized to perform

SVR experiments1. Table I shows the results and the highest value can be obtained by RBF-ListNet.

TABLE I
KENDALL’S TAU-B COEFFICIENTS OF SVR AND LISTNET WITH LINEAR AND RBF KERNEL

Method Kernel Function Kendall’s Tau-b
SVR Linear 0.384
SVR RBF 0.402

ListNet Linear 0.423
RBF-ListNet RBF 0.434

A sensitivity test is also conducted on the parameters of RBF-ListNet. Kendall’s Tau-b coefficients are

evaluated under different settings on K and δ. Table II shows the results. It can be observed that a small

δ overfits the data, while large δ underfits the data. In Table II, the entry marked with ∗ is the setting

used in our system.

TABLE II
KENDALL’S TAU-B COEFFICIENTS OF RBF-LISTNET UNDER DIFFERENT PARAMETER SETTINGS

δ\K K = 5 K = 8 K = 10 K = 20

1e− 3 0.289 0.277 0.335 0.430
1
2e− 3 0.424 0.434* 0.421 0.426
1e− 4 0.405 0.393 0.397 0.387

C. Binary Classification

With so many features, we need to address the issue of how to combine them in the binary classification

problem. We use the “late fusion” technique [35], where a “voting strategy” is used, with the voting

weighting of each feature determined by the training phase accuracy. We used the best three features

(simplicity, texture, and contrast) in voting, and our result is 93% in accuracy. This compares favorably

1The context of a footnote.
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with what was reported by Luo et al. [21] who used three different approaches (Bayes, SVM, Gentle

Adaboost), and achieved the best result of above 93% with Gentle Adaboost [12].

In Figure 12, we compare the results of our approach to those by Ke et al.’s [17], Luo et al.’s [21].

The diagram for Ke et al.’s and Luo et al.’s are from [21] directly since the results in [21] are not easy

to replicate as reported in [23]. Direct comparison is of limited utility since Luo et al. is using Bayesian

based and ours is using RBF-ListNet, while Ke et al.’s has a much smaller database (2,000 for training).

We use the same dataset of 12,000 photographs (6,000 for training) as Luo et al. does. Nonetheless, the

features proposed in our approach have been effective and the overall difference is small: both systems

are 93% in binary class classification.

In Table III, for the binary classification problem, we can see that individual features used in Luo et

al. and in our system have very similar performance. We noticed that two features, simplicity and texture

(our new features), perform better even compared to the blur factor.

TABLE III
SVM CLASSIFICATION ACCURACY OF SINGLE FEATURE (A) LUO’S FEATURES (B) OUR FEATURES

(a) Luo’s features [21]
Features Accuracy
Composition 79%
Clarity 77%
Simplicity 73%
Color Combination 71%
Lighting 62%

(b) Our features
Features Accuracy
Simplicity(modified) 89.5%
Texture 84.2%
Contrast 84.1%
Intensity Average 75.2%
Region Blur 71.0%

Some features, such as RGB colors, portrait (via face detection), and black-and-white, may not perform

well as individual feature in a two-class classification problem, but they are important for individual

preference. Thus, some of the features used in previous work have proven effective, but are insufficient

for personal preference.

D. User Study

We conducted a user study to evaluate the effectiveness of the three proposed approaches. Fifteen

participants including eleven males and four females are recruited. Five of them adore photography, nine

are common users of commercial cameras, and one seldom uses cameras. Each participant was trained

around 20 minutes to be familiar with the user interface of our system, and the formal experiment was
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Ke

Luo

ListNet

RBF-ListNet

Fig. 12. Precision Recall curve of four methods, where Ke’s and Luo’s use Bayes classifier, and ours uses ListNet and
RBF-ListNet. Notice that the diagram for Ke et al.’s and Luo et al.’s are from the paper [21] directly.
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Fig. 13. The average rating of the two performance evaluation of the three proposed approach

done within 10 minutes. Our prototype was implemented using PHP and participants manipulated the

system through the web browser, Google Chrome. The photograph collection used was the same 6000

test data as in previous experiments.
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Fig. 14. The distributions of the rating (a) Aesthetic Consistency (b) Preference Awareness

Participants were asked to re-rank the photographs separately through the proposed three approaches.

Each operation generated a new ranking list for the photograph collection. After experiencing our system,

each participant was asked to score the three approaches according to two performance measured: the

aesthetic consistency and preference-awareness. The aesthetic consistency evaluates if the photographs are

still ranked according to visual aesthetics after the adjustments by participants. The judgement in aesthetic

consistency only considered visual aesthetics and did not involve personal tastes. Therefore, participants

were further asked to judge the effectiveness of our system in ranking photographs according to personal

preferences (preference awareness). Participants scored 5 (best) to 1 (worst) for the two judgements

of each of the three approach. Figure 13 shows the average rating for the 15 participants, and Figure

14 illustrates the distributions of rating. The results show that the feature-based approach can preserve

aesthetic ranking the most. However, the feature-based approach is given a lower average rating than the

example-based and list-based approaches in preference-awareness. The reason is that example-based and

list-based approaches are more intuitive for personalized ranking than the feature-based approach, since

users might not understand and analyze all rules quite in their favorite photographs. The example-based

approach received the highest rating due to its effectiveness and intuitiveness, which are important factors

in taking personal preferences into ranking photographs.

VII. CONCLUSION

In this paper, we propose an interactive personalized ranking system for amateur photographs. We

address the photograph assessment as a ranking problem rather than the traditional binary classification
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(a)

(b)

(c)

Fig. 15. Some results re-ranked by the proposed approaches (a) The feature-based approach: Re-ranked photographs by the
Weber contrast feature. (b) The example-based approach: The photographs with green frames are selected examples, and the
others are results with top ranking. (c) The list-based approach: The photographs with red frames are user-specified top-ranked
ones, those with yellow frames are middle-ranked, those with gray frames are bottom-ranked, and the others are results with
top-ranking.

problem. The extracted features from photographs include both aesthetic rules and those for personal

preferences. The performance of our system is shown in terms of a Kendall’s tau coefficient which

is 0.434, higher than those obtained by ListNet and SVR. The three approaches in the user interface,

feature-based, example-based, and list-based approaches, provide an interactive and intuitive way to re-
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rank photographs according to personal tastes. The user study shows the effectiveness of the proposed

system.

However, one limitation of the proposed system is that its effectiveness highly depends on the perfor-

mance and accuracy of the feature extractor algorithms, since the three approaches for personalization

are based on the extracted feature. For example, the feature “rule of thirds” are extracted based on

saliency information. The accuracy of the rule of thirds will be proportional to the accuracy of the

saliency information. As a future work, more features or better feature extractors can be integrated into

the system. The proposed three approaches are also only one kind of implementation for personalization,

and we would like to discover more in the future.
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