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Preface

Existing computational tools for control synthesis and verification do not scale well to today’s large scale, networked systems. Recent advances, such as sum of squares relaxations for polynomial nonnegativity, have made it possible to numerically search for Lyapunov functions and to certify measures of performance; however, these procedures are applicable only to problems of modest size.

In this book we address networks where the subsystems are amenable to standard analytical and computational methods but the interconnection, taken as a whole, is beyond the reach of these methods. To break up the task of certifying network properties into subproblems of manageable size, we make use of dissipativity properties which serve as abstractions of the detailed dynamical models of the subsystems. We combine these abstractions to derive network level stability, performance, and safety guarantees in a compositional fashion.

Dissipativity theory, which is fundamental to our approach, is reviewed in Chapter 1 and enriched with sum of squares and semidefinite programming techniques, detailed in Appendices A and B respectively.

Chapter 2 derives a stability test for interconnected systems from the dissipativity characteristics of the subsystems. This approach is particularly powerful when one exploits the structure of the interconnection and identifies subsystem dissipativity properties favored by the type of interconnection. We exhibit several such interconnections that are of practical importance, as subsequently demonstrated in Chapter 4 with case studies from biological networks, multiagent systems, and Internet congestion control.

Before proceeding to the case studies, however, in Chapter 3 we point out an obstacle to analyzing subsystems independently of each other: the dissipativity properties must be referenced to the network equilibrium point which depends on all other subsystems. To remove this obstacle we introduce the stronger notion of equilibrium independent dissipativity which requires dissipativity with respect to any point that has the potential to become an equilibrium in an interconnection.

In Chapter 5 we extend the compositional stability analysis tools to performance and safety certification. Performance is defined as a desired dissipativity property for the interconnection, such as a prescribed gain from a disturbance input to a
performance output. The goal in safety certification is to guarantee that trajectories do not intersect a prescribed set that is deemed unsafe.

Unlike the earlier chapters that use a fixed dissipativity property for each subsystem, in Chapter 6 we combine the stability and performance tests with a simultaneous search over compatible subsystem dissipativity properties. We employ the Alternating Direction Method of Multipliers (ADMM) algorithm, a powerful distributed optimization technique, to decompose and solve this problem. In Chapter 7 we exploit the symmetries in the interconnection structure to reduce the number of decision variables, thereby achieving significant computational savings for interconnections that are rich with symmetries.

In Chapter 8 we define a generalized notion of dissipativity that incorporates more information about a dynamical system than the standard form in Chapter 1. This is achieved by augmenting the system model with a linear system that serves as a virtual filter for the inputs and outputs. This dynamic extension is subsequently related to the frequency domain notion of integral quadratic constraints in Chapter 9. We conclude by pointing to further results that are complementary to those presented in the book.
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Chapter 1
Brief Review of Dissipativity Theory

1.1 Dissipative Systems

Consider the dynamical system
\[
\begin{align*}
\frac{d}{dt} x(t) &= f(x(t), u(t)) & f(0,0) &= 0 \\
y(t) &= h(x(t), u(t)) & h(0,0) &= 0
\end{align*}
\]
with \( x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m, y(t) \in \mathbb{R}^p \), and continuously differentiable mappings \( f: \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) and \( h: \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^p \). Given the input signal \( u(\cdot) \) and initial condition \( x(0) \), the solution \( x(t) \) of (1.1) generates the output \( y(t) \) according to (1.2).

The notion of \textit{dissipativity} introduced by Willems [66] characterizes dynamical systems broadly by how their inputs and outputs correlate. The correlation is described by a scalar valued \textit{supply rate} \( s(u,y) \) the choice of which distinguishes the type of dissipativity.

**Definition 1.1.** The system (1.1)-(1.2) is \textbf{dissipative} with respect to a \textbf{supply rate} \( s(u,y) \) if there exists \( V: \mathbb{R}^n \rightarrow \mathbb{R} \) such that \( V(0) = 0, V(x) \geq 0 \forall x, \) and
\[
V(x(\tau)) - V(x(0)) \leq \int_0^\tau s(u(t), y(t))dt
\]
for every input signal \( u(\cdot) \) and every \( \tau \geq 0 \) in the interval of existence of the solution \( x(t) \). \( V(\cdot) \) is called a \textbf{storage function}.

This definition implies that the integral of the supply rate \( s(u(t), y(t)) \) along the trajectories is nonnegative when \( x(0) = 0 \) and lower bounded by the offset \(-V(x(0))\) otherwise. Thus, the system favors a positive sign for \( s(u(t), y(t)) \) when averaged over time.

Important types of dissipativity are discussed below.
**Finite L_2 gain:** \( s(u, y) = \gamma^2 |u|^2 - |y|^2 \quad \gamma > 0 \)

We denote by \( L^m_2 \) the space of functions \( u : [0, \infty) \to \mathbb{R}^m \) with finite energy

\[
\|u\|^2_2 = \int_0^\infty |u(t)|^2 dt
\]

(1.4)

where \(| \cdot | \) is the Euclidean norm in \( \mathbb{R}^m \) and \( \| \cdot \|_2 \) is the \( L^2 \) norm. Note from (1.3) that

\[
-V(x(0)) \leq V(x(\tau)) - V(x(0)) \leq \gamma^2 \int_0^\tau |u(t)|^2 dt - \int_0^\tau |y(t)|^2 dt
\]

\[
\Rightarrow \int_0^\tau |y(t)|^2 dt \leq \gamma^2 \int_0^\tau |u(t)|^2 dt + V(x(0)).
\]

Taking square roots of both sides and applying the inequality \( \sqrt{a^2 + b^2} \leq |a| + |b| \) to the right-hand side, we get

\[
\sqrt{\int_0^\tau |y(t)|^2 dt} \leq \gamma \sqrt{\int_0^\tau |u(t)|^2 dt} + \sqrt{V(x(0))}.
\]

This means that the \( L_2 \) norm \( \|y\|_2 \) is bounded by \( \gamma \|u\|_2 \), plus an offset term due to the initial condition. Thus \( \gamma \) serves as an \( L_2 \) gain for the system.

**Passivity:** \( s(u, y) = u^T y \)

With this choice of supply rate, (1.3) implies

\[
\int_0^\tau u(t)^T y(t) dt \geq -V(x(0))
\]

(1.5)

which favors a positive sign for the inner product of \( u(t) \) and \( y(t) \). Periods of time when \( u(t)^T y(t) < 0 \) must be outweighed by those when \( u(t)^T y(t) > 0 \).
**Output strict passivity:** $s(u, y) = u^T y - \varepsilon |y|^2 \quad \varepsilon > 0$

This supply rate tightens the passivity condition (1.5) as:

$$\int_0^\tau u(t)^T y(t) dt \geq -V(x(0)) + \varepsilon \int_0^\tau |y(t)|^2 dt \geq 0.$$

In addition, output strict passivity implies an $L_2$ gain of $\gamma = 1/\varepsilon$ because a completion of squares argument gives

$$u^T y - \frac{1}{\gamma} y^T y \leq \frac{\gamma}{2} u^T u - \frac{1}{2\gamma} y^T y = \frac{1}{2\gamma} (\gamma^2 |u|^2 - |y|^2). \quad (1.6)$$

Then the storage function $2\gamma V(\cdot)$ yields the $L_2$ gain supply rate $\gamma^2 |u|^2 - |y|^2$.

### 1.2 Graphical Interpretation

For a memoryless system

$$y(t) = h(u(t))$$
we take the storage function in (1.3) to be zero and interpret dissipativity as the static inequality

$$s(u, h(u)) \geq 0 \quad \forall u \in \mathbb{R}^m \quad (1.7)$$

which characterizes the maps $h(\cdot)$ that are dissipative with supply rate $s(\cdot, \cdot)$.

For example, a scalar function $h(\cdot)$ is passive if $uh(u) \geq 0$ for all $u$, which means that the graph of $h(\cdot)$ lies in the first and third quadrants as in Figure 1.2 (left). Likewise, the sector in the middle represents the output strict passivity supply rate $s(u, y) = uy - \varepsilon y^2$, $\varepsilon > 0$, and the sector on the right represents the finite gain supply rate $s(u, y) = \gamma^2 u^2 - y^2$.

![Fig. 1.2](image-url) The graph of a passive static nonlinearity $h(\cdot)$ lies in the first and third quadrants (left). Output strict passivity confines $h(\cdot)$ to the narrower sector (middle) and a gain bound $\gamma$ corresponds to the sector upper and lower bounded by the lines $\pm \gamma u$ (right).
1.3 Differential Characterization of Dissipativity

When the storage function $V(\cdot)$ is continuously differentiable, the dissipation inequality (1.3) is equivalent to

$$\nabla V(x)^T f(x,u) \leq s(u,h(x,u)) \quad \forall x \in \mathbb{R}^n, \forall u \in \mathbb{R}^m. \quad (1.8)$$

Thus, to verify dissipativity we search for a $V(\cdot)$ satisfying $V(0) = 0$, $V(x) \geq 0$, and (1.8) for all $x$ and $u$.

As an illustration, suppose we wish to prove passivity of the system

$$\frac{dx}{dt}(t) = f_0(x(t)) + g(x(t))u(t)$$

$$y(t) = h(x(t))$$

which is a special case of (1.1)-(1.2) with $f(x,u) = f_0(x) + g(x)u$ affine in $u$, and $h(x,u) = h(x)$ independent of $u$. Then (1.8) becomes

$$\nabla V(x)^T f_0(x) + \nabla V(x)^T g(x)u \leq h(x)^T u \quad \forall x \in \mathbb{R}^n, \forall u \in \mathbb{R}^m \quad (1.9)$$

which is equivalent to

$$\nabla V(x)^T f_0(x) \leq 0 \quad \nabla V(x)^T g(x) = h(x) \quad \forall x \in \mathbb{R}^n. \quad (1.10)$$

The inequality in (1.10) follows from (1.9) when $u = 0$. To see how the equality follows suppose, to the contrary, there exists an $x$ for which $\nabla V(x)^T g(x) - h^T(x) \neq 0$. Then we can select a $u$ such that $(\nabla V(x)^T g(x) - h^T(x))u$ is positive and large enough to contradict (1.9).

Similar arguments show that output strict passivity is equivalent to

$$\nabla V(x)^T f_0(x) \leq -\varepsilon h(x)^T h(x) \quad \nabla V(x)^T g(x) = h^T(x) \quad \forall x \in \mathbb{R}^n. \quad (1.11)$$

Example 1.1. Consider the scalar system

$$\frac{dx(t)}{dt} = f_0(x(t)) + u(t), \quad y(t) = h(x(t)), \quad u(t), x(t), y(t) \in \mathbb{R} \quad (1.12)$$

where $h(\cdot)$ satisfies $xh(x) \geq 0$ for all $x$, as in Figure 1.2 (left). For this system the equality in (1.11) is

$$\frac{dV(x)}{dx} = h(x)$$

whose solution subject to $V(0) = 0$ is

$$V(x) = \int_0^x h(z)dz. \quad (1.13)$$
Furthermore \( V(x) \geq 0 \) because \( h(z) \) and \( dz \) have equal signs (positive when the limit of integration is \( x > 0 \) and negative when \( x < 0 \)).

The inequality condition in (1.11) is then

\[
h(x)(f_0(x) + \varepsilon h(x)) \leq 0
\]

which is equivalent to

\[
x(f_0(x) + \varepsilon h(x)) \leq 0 \quad (1.14)
\]

since \( xh(x) \geq 0 \). Thus, we conclude passivity when (1.14) holds with \( \varepsilon = 0 \) and output strict passivity when (1.14) holds with \( \varepsilon > 0 \).

For an integrator, where \( f_0(x) \equiv 0 \) and \( h(x) = x \), (1.14) becomes \( \varepsilon x^2 \leq 0 \) which holds only with \( \varepsilon = 0 \). Thus we have passivity but not output feedback passivity.

**Example 1.2.** Consider the second order model

\[
\begin{align*}
\frac{dx_1(t)}{dt} &= x_2(t) \\
\frac{dx_2(t)}{dt} &= -kx_2(t) - \phi'(x_1(t)) + u(t) \\
y(t) &= x_2(t)
\end{align*}
\]

where \( \phi'(\cdot) \) is the derivative of a continuously differentiable and nonnegative function \( \phi(\cdot) \) satisfying \( \phi(0) = 0 \). We interpret \( x_1 \) as position, \( x_2 \) as velocity, \( u \) as force, \( k \geq 0 \) as damping coefficient, and \( \phi(x_1) \) as potential energy of a mechanical system.

For this system the equality condition \( \nabla V(x)^T g(x) = h^T(x) \) becomes:

\[
\frac{\partial V(x_1, x_2)}{\partial x_2} = x_2.
\]

Thus we restrict the storage function to be of the form:

\[
V(x_1, x_2) = V_1(x_1) + \frac{1}{2} x_2^2
\]

and examine the inequality condition \( \nabla V(x)^T f_0(x) \leq 0 \). We have

\[
\nabla V(x)^T f_0(x) = \frac{dV_1(x_1)}{dx_1} x_2 + x_2 (-kx_2 - \phi'(x_1))
\]

\[
= -kx_2^2 + x_2 \left( \frac{dV_1(x_1)}{dx_1} - \phi'(x_1) \right).
\]

The choice \( V_1(x_1) = \phi(x_1) \) ensures \( \nabla V(x)^T f_0(x) = -kx_2^2 = -kh(x)^2 \) which proves passivity when \( k = 0 \) and output strict passivity when \( k > 0 \).

The resulting storage function \( V(x_1, x_2) = \phi(x_1) + \frac{1}{2} x_2^2 \) is the sum of potential and kinetic energy terms, and \( u(t)y(t) = \text{force} \times \text{velocity} \) may be interpreted as the power supplied to the system. The definition of dissipativity (1.3) is thus consistent with the physical notion of energy storage, and dissipation when damping is present.
1.4 Linear Systems

A linear system is dissipative with respect to a quadratic supply rate if and only if (1.8) is satisfied with a quadratic storage function [67]. Thus, given the system

\[
\frac{d}{dt} x(t) = Ax(t) + Bu(t) \\
y(t) = Cx(t) + Du(t),
\]

(1.15)

(1.16)

where \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}, D \in \mathbb{R}^{p \times m}, \) and the quadratic supply rate

\[
s(u, y) = \begin{bmatrix} u \\ y \end{bmatrix}^T X \begin{bmatrix} u \\ Cx + Du \end{bmatrix}^T X \begin{bmatrix} u \\ Cx + Du \end{bmatrix}
\]

(1.17)

\[
\forall x \in \mathbb{R}^n, \forall u \in \mathbb{R}^m, \]

we restrict our search to a storage function of the form \( V(x) = \frac{1}{2} x^T P x \) where \( P \in \mathbb{R}^{n \times n} \) is positive semidefinite. Then (1.8) becomes

\[
\frac{1}{2} (Ax + Bu)^T Px + \frac{1}{2} x^T P (Ax + Bu) \leq \begin{bmatrix} u \\ Cx + Du \end{bmatrix}^T X \begin{bmatrix} u \\ Cx + Du \end{bmatrix}
\]

(1.18)

As a special case, for the passivity supply rate \( s(u, y) = u^T y, \) where

\[
X = \begin{bmatrix} 0 & \frac{1}{2} I \\ \frac{1}{2} I & 0 \end{bmatrix},
\]

(1.19) with \( D = 0 \) becomes

\[
\begin{bmatrix} A^T P + PA PB - C^T \\ B^T P - C \end{bmatrix} \leq 0.
\]

(1.20)

This inequality can hold only if the off-diagonal block is zero, \( PB - C^T = 0, \) hence

\[
A^T P + PA \leq 0 \quad PB = C^T
\]

(1.21)

is equivalent to (1.20) and parallels the condition (1.10) above for the nonlinear case.

**Example 1.3.** We show that the second order system with

\[
A = \begin{bmatrix} 0 & 1 \\ -\ell & -k \end{bmatrix} \\
B = \begin{bmatrix} 0 \\ \gamma \end{bmatrix} \\
C = [\mu \ 1] \\
D = 0,
\]

(1.22)
where $\ell > 0$ and $\gamma > 0$, is passive if and only if $k \geq \mu \geq 0$.

To see the necessity note that the constraint $PB = C^T$ restricts $P$ to the form

$$ P = \frac{1}{\gamma} \begin{bmatrix} q & \mu \\ \mu & 1 \end{bmatrix} $$

and the constraint $A^T P + PA \leq 0$ restricts the diagonal entries of

$$ A^T P + PA = \frac{1}{\gamma} \begin{bmatrix} 2\mu \ell & \mu k + \ell - q \\ \mu k + \ell - q & 2(k - \mu) \end{bmatrix} $$

by $\mu \ell \geq 0$ and $k - \mu \geq 0$; hence $k \geq \mu \geq 0$.

To see the sufficiency, suppose $k \geq \mu \geq 0$ and select $q = \mu k + \ell$ in (1.23). Then $A^T P + PA \leq 0$ follows trivially from (1.24) and $P > 0$ follows because $q = \mu k + \ell \geq \mu^2 + \ell > \mu^2$ guarantees the determinant of (1.23) is positive.

The arguments above also imply that there exists $P = P^T > 0$ satisfying

$$ A^T P + PA < 0 \quad PB = C^T,$$

that is (1.21) with strict inequality, if and only if $k > \mu > 0$. In particular, the strict inequality in (1.25) allows us to find $\varepsilon > 0$ such that $A^T P + PA + 2\varepsilon C^T C \leq 0$ which implies (1.19) with

$$ X = \begin{bmatrix} 0 & \frac{1}{2} \\ \frac{1}{2} & -\varepsilon \end{bmatrix}. $$

Thus $k > \mu > 0$ guarantees output strict passivity.

**Example 1.4.** Consider a linear single input single output system of the form

$$ \hat{A} = \begin{bmatrix} A & 0 \\ 0 & A_0 \end{bmatrix}, \quad \hat{B} = \begin{bmatrix} B \\ 0 \end{bmatrix}, \quad \hat{C} = \begin{bmatrix} C \\ C_0 \end{bmatrix}, \quad \hat{D} = 0 $$

where the subsystem governed by $A_0$ represents uncontrollable dynamics. If the rest of the system admits a matrix $P = P^T > 0$ satisfying (1.25) and all eigenvalues of $A_0$ have negative real parts, then there exists $\hat{P} = \hat{P}^T > 0$ satisfying

$$ \hat{A}^T \hat{P} + \hat{P} \hat{A} < 0 \quad \hat{P} \hat{B} = \hat{C}^T. $$

We leave it to the reader to prove this claim with a matrix of the form

$$ \hat{P} = \begin{bmatrix} P & R \\ R^T & \gamma P_0 \end{bmatrix} $$

where $P_0 = P_0^T > 0$ satisfies $A_0^T P_0 + P_0 A_0 < 0$, $R$ must be selected appropriately, and $\gamma > 0$ must be selected large enough to ensure $\hat{P} > 0$ and $\hat{A}^T \hat{P} + \hat{P} \hat{A} < 0$. 

1.5 Numerical Certification of Dissipativity

Note that (1.19) is a standard linear matrix inequality (LMI) feasibility problem in $P \geq 0$ and $X$, and can be solved with convex optimization packages such as CVX [21] or YALMIP [31]. These packages formulate the problem as a semidefinite program (SDP) and then call appropriate solvers. Appendix B reviews recent advances that improve the computational efficiency of SDP solvers, including in the case where no strictly feasible solutions exists. An example of this case is passivity certification where (1.20) above can be at most semidefinite.

When $f(x,u)$ and $h(x,u)$ in (1.1)-(1.2) are polynomials, dissipativity can be certified using sum of squares (SOS) programming. Let $\mathbb{R}[x]$ be the set of polynomials in $x$ and $\Sigma[x] \subset \mathbb{R}[x]$ be the subset of all SOS polynomials. A polynomial system is dissipative with respect to a polynomial supply rate, $s(u,h(x,u)) \in \mathbb{R}[x,u]$, if there exists a function $V(\cdot)$ satisfying the SOS feasibility problem

$$V(x) \in \Sigma[x]$$

$$-\nabla V(x)^T f(x,u) + s(u,h(x,u)) \in \Sigma[x,u].$$

The constraint $V(0) = 0$ is enforced by excluding constant terms in the choice of the monomials that constitute $V(x)$.

As shown in Appendix A, SOS feasibility problems such as (1.28)-(1.29) can be relaxed to SDPs and solved with standard software packages.

Unlike linear systems where there is no loss in restricting the search to quadratic storage functions, (1.28)-(1.29) is only a sufficient condition for dissipativity since SOS polynomials form a strict subset of all nonnegative polynomials. Furthermore, the degree of the storage function $V(\cdot)$ must be limited to prevent the problem from becoming computationally intractable.

1.6 Using Dissipativity for Reachability and Stability

A common approach to studying input/output properties is to treat dynamical systems as operators mapping inputs to outputs in appropriate function spaces, as presented in [18]. Unlike this approach, dissipativity theory allows us to derive input/output properties from a state space model and to establish bounds on the state trajectories using bounds on the storage function. We illustrate the latter by deriving reachability bounds and Lyapunov stability properties with appropriate choices of supply rates.
1.6 Using Dissipativity for Reachability and Stability

\[ x(t) = x(0) + \int_0^t u(s) \, ds \]

Fig. 1.3 Dissipativity with the \( L_2 \) reachability supply rate \( s(u, y) = |u|^2 \) and storage function \( V(\cdot) \) ensures that trajectories starting in the sublevel set \( \mathcal{Y}_\alpha = \{ x : V(x) \leq \alpha \} \) remain in the enlarged sublevel set \( \mathcal{Y}_{\alpha + \beta} \) for all inputs \( u \) such that \( \|u\|_2^2 \leq \beta \) (left). In particular, when \( u(t) \equiv 0 \), trajectories starting in \( \mathcal{Y}_\alpha \) remain in \( \mathcal{Y}_\alpha \) thereafter (right).

**L_2 reachability:** \( s(u, y) = |u|^2 \)

This supply rate implies

\[
V(x(\tau)) \leq \int_0^\tau |u(t)|^2 \, dt + V(x(0)).
\]

Hence, if \( \|u\|_2^2 \leq \beta \), then \( V(x(\tau)) \leq \beta + V(x(0)) \) for all \( \tau \geq 0 \), which means that trajectories starting in the sublevel set

\[
\mathcal{Y}_\alpha = \{ x : V(x) \leq \alpha \}
\]

remain in the sublevel set \( \mathcal{Y}_{\alpha + \beta} \), as depicted in Figure 1.3 (left).

**Lyapunov stability**

When \( u(t) \equiv 0 \), a dissipative system whose supply rate \( s(u, y) \) is such that

\[
s(0, 0) = 0, \quad s(0, y) \leq 0 \quad \forall y \in \mathbb{R}^p,
\]

(1.30)
guarantees that trajectories starting in the sublevel set \( \mathcal{Y}_\alpha \) remain in \( \mathcal{Y}_\alpha \), because

\[
V(x(\tau)) \leq \int_0^\tau s(0, y(t)) \, dt + V(x(0)) \leq V(x(0)).
\]

The \( L_2 \) reachability supply rate above as well as those discussed in Section 1.1 satisfy (1.30).
If, in addition, $V(\cdot)$ is positive definite ($V(0) = 0$, $V(x) > 0$ for $x \neq 0$) then the storage function serves as a Lyapunov function and certifies stability for the equilibrium $x = 0$ of the system (1.1) with $u(t) \equiv 0$:

$$\frac{d}{dt} x(t) = f(x(t), 0) \quad f(0, 0) = 0.$$ 

The positive definiteness of $V(\cdot)$ ensures that the sublevel sets $\mathcal{V}_\alpha$ are compact for sufficiently small $\alpha$; therefore, trajectories starting close to $x = 0$ remain close as in Figure 1.3 (right) – the core principle in Lyapunov stability theory [27].

If $V(\cdot)$ is radially unbounded, that is, $V(x) \to \infty$ as $|x| \to \infty$ along any path in $\mathbb{R}^n$, then $\mathcal{V}_\alpha$ is compact no matter how large $\alpha$; therefore all trajectories are bounded and the stability property is global.

Asymptotic stability can be established by further examining the right hand side of (1.8) with $u = 0$:

$$\nabla V(x)^T f(x, 0) \leq s(0, h(x, 0)) \quad \forall x \in \mathbb{R}^d.$$ 

(1.31)

If (1.30) holds with strict inequality for $y \neq 0$, then the right hand side of (1.31) vanishes when $h(x, 0) = 0$ and is strictly negative otherwise. Thus, we can appeal to the Invariance Principle [27] which states that, if the only solution satisfying $h(x(t), 0) = 0$ for all $t$ is $x(t) = 0$, then $x = 0$ is asymptotically stable.

The following chapters compose Lyapunov functions for interconnections using the dissipativity properties of the subsystems. We deemphasize the type of stability achieved (local or global, asymptotic or not) as this can be determined with standard techniques such as the ones alluded to above. Instead, we focus on how a Lyapunov function can be composed in the first place – a task hindered in large networks by the state dimension and the need for explicit knowledge of the equilibrium.

Since this first chapter is foundational for the rest of the book, we include true/false questions in Appendix D for readers who are new to the subject. For further details on dissipativity theory we refer the readers to the monographs [11] and [49].
Chapter 2
Stability of Interconnected Systems

Consider the interconnection in Figure 2.1 where each subsystem $G_i$, $i = 1, \ldots, N$, is described by

\[
\frac{dx_i(t)}{dt} = f_i(x_i(t), u_i(t)) \quad (2.1)
\]
\[
y_i(t) = h_i(x_i(t), u_i(t)) \quad (2.2)
\]

with $x_i(t) \in \mathbb{R}^{n_i}$, $u_i(t) \in \mathbb{R}^{m_i}$, $y_i(t) \in \mathbb{R}^{p_i}$, $f_i(0,0) = 0$, $h_i(0,0) = 0$.

The static matrix $M$ defines the coupling of these subsystems: the input $u_i$ to $G_i$ depends on the outputs $y_j$ of other subsystems by

\[
u = My \quad (2.3)
\]

where $u = [u_1^T \cdots u_N^T]^T$ and $y = [y_1^T \cdots y_N^T]^T$. We assume that the interconnection is well-posed; that is, upon the substitution $y_i = h_i(x_i, u_i)$ the equation (2.3) admits a unique solution for $u$ as a function $x$.

Fig. 2.1 An interconnection of subsystems $G_1, \ldots, G_N$. The inputs depend on the outputs of other subsystems by $u = My$ where $M$ is a static matrix.
2.1 Compositional Stability Certification

Our goal is to derive a bottom-up stability test using dissipativity properties and the interconnection structure of the subsystems. Dissipativity serves as an abstraction of the subsystem models (Figure 1.1) and allows us to study interconnections whose combined dynamical equations are too large to analyze directly. The use of input/output properties and interconnection matrices for network stability tests dates back to the early references [37, 64].

We assume each subsystem is dissipative with a positive definite, continuously differentiable storage function $V_i(x_i)$ and a quadratic supply rate:

$$s_i(u_i,y_i) = \begin{bmatrix} u_i \\ y_i \end{bmatrix}^T X_i \begin{bmatrix} u_i \\ y_i \end{bmatrix} = \begin{bmatrix} X_{i11} & X_{i12} \\ X_{i21} & X_{i22} \end{bmatrix} \begin{bmatrix} u_i \\ y_i \end{bmatrix}$$

(2.4)

where $X_{jk}^i$, $j,k \in \{1,2\}$, are conformal block partitions of $X_i$. We then search for a weighted sum of storage functions

$$V(x) = p_1 V_1(x_1) + \cdots + p_N V_N(x_N) \quad p_i > 0, \ i = 1, \cdots, N$$

(2.5)

that serves as a Lyapunov function for the interconnection. To this end we ask that the right hand side of the inequality

$$\sum_{i=1}^N p_i \nabla V_i(x_i)^T f_i(x_i,u_i) \leq \sum_{i=1}^N p_i \begin{bmatrix} u_i \\ y_i \end{bmatrix}^T X_i \begin{bmatrix} u_i \\ y_i \end{bmatrix}$$

(2.6)

be negative semidefinite in $y$ when $u$ is eliminated with the substitution $u = My$. Rewriting the right hand side of (2.6) as

$$\begin{bmatrix} u_1 \\ \vdots \\ u_N \\ y_1 \\ \vdots \\ y_N \end{bmatrix}^T \begin{bmatrix} p_1 X_{11} & p_1 X_{12} \\ \vdots & \vdots \\ p_N X_{N11} & p_N X_{N12} \\ p_1 X_{122} & \vdots \\ p_N X_{N21} & p_N X_{N22} \end{bmatrix} \begin{bmatrix} u_1 \\ \vdots \\ u_N \\ y_1 \\ \vdots \\ y_N \end{bmatrix}$$

$$\triangleq X(p_1 X_1, \cdots, p_N X_N)$$

(2.7)

we obtain the following stability criterion:

**Proposition 2.1.** If there exist $p_i > 0$, $i = 1, \cdots, N$, such that
\[
\begin{bmatrix} M \\ I \end{bmatrix}^T X(p_1X_1, \cdots, p_NX_N) \begin{bmatrix} M \\ I \end{bmatrix} \leq 0 \quad (2.8)
\]

where \( X(p_1X_1, \cdots, p_NX_N) \) is as defined in (2.7), then \( x = 0 \) is stable for the interconnected system (2.1)-(2.3) and (2.5) is a Lyapunov function.

For memoryless subsystems of the form \( y_i(t) = h_i(u_i(t)) \) we take the corresponding storage function in (2.5) to be zero.

Asymptotic stability requires additional assumptions, such as strict inequality in (2.8) accompanied with an argument that \( x(t) = 0 \) is the only solution satisfying \( h_i(x_i(t), 0) = 0, i = 1, \cdots, N \), for all \( t \).

Note that (2.8) is a linear matrix inequality (LMI) and the search for \( p_i > 0 \) satisfying this inequality can be performed with convex optimization packages [21, 31].

Below we assume each subsystem is single input single output and specialize the LMI (2.8) to particular types of dissipativity. This allows us to derive analytical feasibility conditions for special interconnection matrices \( M \). Of particular interest is

\[
M = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}
\]

which describes the negative feedback loop of two subsystems (Figure 2.2), commonly studied in control theory.

\[ G_1 \quad G_2 \]
\[ \bigcirc \quad u_1 \quad G_1 \quad y_1 \]
\[ \quad y_2 \quad G_2 \quad u_2 \]

Fig. 2.2 When \( M \) is as in (2.9), \( u = My \) describes a negative feedback interconnection of two subsystems where \( u_1 = -y_2 \) and \( u_2 = y_1 \).

### 2.2 Small Gain Criterion

Suppose each subsystem possesses a finite \( L_2 \) gain; that is, the supply rate in (2.4) is

\[
X_i = \begin{bmatrix} \gamma_i^2 & 0 \\ 0 & -1 \end{bmatrix}.
\]

Defining \( P \triangleq \text{diag}(p_1, \cdots, p_N) \) and \( \Gamma \triangleq \text{diag}(\gamma_1, \cdots, \gamma_N) \) we get
\[
X(p_1X_1, \ldots, p_NX_N) = \begin{bmatrix} \Gamma P \Gamma & 0 \\ 0 & -P \end{bmatrix}
\]
and (2.8) becomes
\[
(\Gamma M)^T P (\Gamma M) - P \leq 0.
\]

Thus a diagonal matrix \( P > 0 \) satisfying this LMI certifies the stability of the interconnection.

When \( M \) is as in (2.9), the LMI (2.10) becomes
\[
\begin{bmatrix}
p_2 \gamma_2^2 & 0 \\
0 & p_1 \gamma_1^2
\end{bmatrix} - \begin{bmatrix}
p_1 & 0 \\
0 & p_2
\end{bmatrix} \leq 0
\]
which consists of two simultaneous inequalities, \( p_2 \gamma_2^2 \leq p_1 \) and \( p_1 \gamma_1^2 \leq p_2 \). We rewrite them as
\[
\gamma_2^2 \leq \frac{p_1}{p_2} \leq \frac{1}{\gamma_1^2}
\]
and note that such \( p_1 > 0 \) and \( p_2 > 0 \) exist if and only if \( \gamma_2^2 \leq \frac{1}{\gamma_1^2} \), that is
\[
\gamma_1 \gamma_2 \leq 1.
\]
This condition restricts the loop gain in Figure 2.2 and is known as a “small gain” criterion.

Note that the derivation above yields the same condition, (2.11), when adapted to the positive feedback interconnection where
\[
M = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.
\]
This means that the small gain criterion is oblivious to the feedback sign.

### 2.3 Passivity Theorem

We now specialize Proposition 2.1 to passivity where
\[
X_i = \begin{bmatrix} 0 & 1/2 \\ 1/2 & -\varepsilon_i \end{bmatrix} \quad \varepsilon_i \geq 0.
\]
With \( P \triangleq \text{diag}(p_1, \ldots, p_N) \) and \( E \triangleq \text{diag}(\varepsilon_1, \ldots, \varepsilon_N) \) we get
\[
X(p_1X_1, \ldots, p_NX_N) = \frac{1}{2} \begin{bmatrix} 0 & P \\ P & -2PE \end{bmatrix}
\]
which means that (2.8) is equivalent to
\[ P(M - E) + (M - E)^T P \leq 0 \]  

(2.12)

and a diagonal matrix \( P > 0 \) satisfying this LMI certifies the stability of the interconnected system.

From matrix Hurwitz stability theory, (2.12) with \( P > 0 \) implies that all eigenvalues of \( M - E \) are within the closed left half-plane. Thus, if \( M - E \) has an eigenvalue with a strictly positive real part, there is no \( P > 0 \) satisfying (2.12). However we cannot confirm the feasibility of (2.12) with a diagonal \( P > 0 \) from the eigenvalues alone.

Below we exhibit practically important classes of interconnection structures for which (2.12) admits a diagonal solution \( P > 0 \).

### 2.3.1 Skew Symmetric Interconnections

The stability criterion (2.12) holds trivially with \( P = I \) when \( M \) is skew symmetric:

\[ M + M^T = 0. \]

There is no restriction on the number or the gains of subsystems, which makes passivity ideally suited to large scale systems with a skew symmetric coupling structure.

In Chapter 4 we show that this structure arises naturally in distributed control of vehicle platoons and in Internet congestion control. A simpler example of a skew symmetric interconnection is the negative feedback interconnection of two subsystems (Figure 2.2) where \( M \) is as in (2.9). The stability of this interconnection with passive subsystems is a classical result known as the Passivity Theorem.

### 2.3.2 Negative Feedback Cyclic Interconnection

To derive another special case of the stability criterion (2.12), we consider a negative feedback loop of \( N \) subsystems where the interconnection matrix is

\[
M = \begin{bmatrix}
0 & \cdots & 0 & \delta_1 \\
\delta_2 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \delta_N & 0
\end{bmatrix}
\quad \text{with} \quad \prod_{i=1}^{N} \delta_i = -1.
\]  

(2.13)

One such interconnection is shown in Figure 2.3 where \( \delta_1 = -1, \delta_2 = \cdots = \delta_N = 1. \)

We prove in Section 7.2 that (2.12) admits a diagonal solution \( P > 0 \) for the class of matrices (2.13) if and only if
Fig. 2.3 A negative feedback cyclic interconnection of $N$ subsystems. In this example $M$ is as in (2.13) with $\delta_1 = -1, \delta_2 = \cdots = \delta_N = 1$.

$$\prod_{i=1}^{N} \varepsilon_i \geq \cos^N(\pi/N). \quad (2.14)$$

In addition, it was shown in [5] that (2.12) holds with strict inequality if and only if (2.14) is strict.

For $N = 2$ the condition (2.14) recovers the classical Passivity Theorem: $\cos(\pi/2) = 0$ and passivity ($\varepsilon_i \geq 0$) guarantees stability. For $N \geq 3, \cos(\pi/N) > 0$ and (2.14) demands output strict passivity ($\varepsilon_i > 0$).

To compare (2.14) to the small gain criterion, we recall from Section 1.1 that output strict passivity implies an $L_2$ gain of $\gamma_i = 1/\varepsilon_i$ and rewrite (2.14) as

$$\prod_{i=1}^{N} \gamma_i \leq \sec^N(\pi/N) \quad (2.15)$$

where $\sec(\cdot) = 1/\cos(\cdot)$. Unlike the small gain criterion which restricts the feedback loop gain by one, the “secant condition” (2.15) offers the relaxed bound $\sec^N(\pi/N)$ which is equal to 8 when $N = 3$, and decreases asymptotically to one as $N \to \infty$. This sharper bound is due to the output strict passivity assumption which restricts the subsystems further than an $L_2$ gain property.

**Example 2.1.** Consider the following model for a ring oscillator circuit (Figure 2.4) that consists of a feedback loop of three inverters:

\[
\begin{align*}
\tau_1 \frac{dx_1(t)}{dt} &= -x_1(t) - h_3(x_3(t)) \\
\tau_2 \frac{dx_2(t)}{dt} &= -x_2(t) - h_1(x_1(t)) \\
\tau_3 \frac{dx_3(t)}{dt} &= -x_3(t) - h_2(x_2(t))
\end{align*}
\]

(2.16)

where $\tau_i = R_iC_i > 0, i = 1, 2, 3$, and $x_i$ represent voltages. The functions $h_i(\cdot)$ depend on the inverter characteristics and satisfy

$$h_i(0) = 0, \quad xh_i(x) > 0 \quad \forall x \neq 0, \quad (2.17)$$

as in the commonly used model

$$h_i(x) = \alpha_i \tanh(\beta_i x) \quad \alpha_i > 0, \beta_i > 0. \quad (2.18)$$
2.3 Passivity Theorem

We decompose (2.16) into the subsystems

\[ G_i : \quad \tau_i \frac{dx_i(t)}{dt} = -x_i(t) + u_i(t) \quad y_i(t) = h_i(x_i(t)) \]

interconnected according to \( u = My \) where \( M \in \mathbb{R}^{3 \times 3} \) is as in (2.13) with \( \delta_1 = \delta_2 = \delta_3 = -1 \).

Next, we note from (1.14) with \( f_0(x) = -x \) that the subsystems are output strictly passive if

\[ \varepsilon_i x h_i(x) \leq x^2. \]

This inequality, combined with (2.17), restricts the graph of \( h_i(\cdot) \) to the sector in Figure 1.2 (middle) with slope \( \gamma_i = 1/\varepsilon_i \). An example of such a function is (2.18) where \( \gamma_i = \alpha_i \beta_i \).

Then, an application of (2.15) with \( N = 3 \) shows that the equilibrium of the interconnection \( x = 0 \) is stable when:

\[ \gamma_1 \gamma_2 \gamma_3 \leq 8 \tag{2.19} \]

and a weighted sum of storage functions, each constructed as in (1.13), serves as a Lyapunov function:

\[ V(x) = \sum_{i=1}^{3} p_i \tau_i \int_{0}^{x_i} h_i(z) dz. \]

The weights \( p_i > 0 \) are obtained from the LMI (2.12) which is guaranteed to have a diagonal solution \( P > 0 \) by (2.19). When the inequality (2.19) is strict we conclude asymptotic stability because (2.12) is negative definite, which means that (2.7) is a negative definite function of \( y \) and, further, \( y_i = h_i(x_i) = 0 \Rightarrow x_i = 0 \) by (2.17).

When \( \tau_1 = \tau_2 = \tau_3 \), the secant condition (2.19) is also necessary for stability [5]. Once the loop gain exceeds 8, the equilibrium loses its stability and a limit cycle emerges, hence the term “ring oscillator.”
2.3.3 Extension to Cactus Graphs

To describe a broader interconnection structure that encompasses the cyclic interconnection above, we define an incidence graph for $M$ by directing an edge from vertex $j$ to $i$ if and only if $m_{ij} \neq 0$. This graph is said to be a cactus graph if any pair of distinct simple cycles\(^1\) have at most one common vertex, as in the examples of Figure 2.5.

For matrices $M$ with this structure and $E \triangleq \text{diag}(\epsilon_1, \cdots, \epsilon_N) > 0$, a procedure was developed in [4] to determine the range of the entries of $M$ and $E$ for which a diagonal $P > 0$ satisfies (2.12) with strict inequality. This procedure assigns the weight $m_{ij}/\epsilon_i$ to the edge connecting vertex $j$ to $i$ and calculates the gain $\Gamma_c$ for each cycle $c = 1, \cdots, C$ by multiplying the weights along the cycle. It then restricts the cycle gains according to the specific topology of the graph.

When applied to the subclass of cactus graphs where all cycles intersect at one common vertex as in Figure 2.5 (right), this procedure yields the condition

$$\sum_{c=1}^{C} \alpha_c \Gamma_c < 1 \quad \text{where} \quad \alpha_c = \begin{cases} 1 & \text{if } \Gamma_c > 0 \\ -\cos^n(\pi/n_c) & \text{if } \Gamma_c < 0 \end{cases}$$

(2.20)

and $n_c$ is the number of edges on cycle $c$. For a single cycle ($C = 1$) with negative gain $\Gamma < 0$ and $N$ edges, (2.20) becomes

$$\alpha \Gamma = |\Gamma| \cos^n(\pi/N) < 1,$$

thus recovering the strict form of the secant condition.

Although the feasibility of (2.12) with diagonal $P > 0$ can be checked numerically, algebraic conditions like (2.20) that explicitly display the range of feasibility are beneficial when the parameters exhibit wide uncertainty, as in typical biological models. Such conditions further give insight into the interplay between network structure and stability properties.

---

\(^1\) Simple cycles are cycles with no repeated vertices other than the starting and ending vertex.
Chapter 3
Equilibrium Independent Stability Certification

We consider again the interconnected system (2.1)-(2.3) but now remove the assumption $f_i(0,0) = 0$, $h_i(0,0) = 0$ that guaranteed an equilibrium at $x = 0$. We assume an equilibrium $x^* = [x^*_1 \cdots x^*_N]^T$ exists, but is not necessarily at the origin. This means that $x^*$ satisfies

$$f_i(x^*_i, u^*_i) = 0 \quad i = 1, \cdots, N$$

where

$$\begin{bmatrix} u^*_1 \\ \vdots \\ u^*_N \end{bmatrix} \triangleq u^* = M \begin{bmatrix} h_1(x^*_1, u^*_1) \\ \vdots \\ h_N(x^*_N, u^*_N) \end{bmatrix} \equiv y^*.$$  (3.1)

If we can find a storage function $V_i(\cdot)$ for each subsystem such that:

$$V_i(x^*_i) = 0, \quad V_i(x_i) > 0 \quad \forall x_i \neq x^*_i,$$

and

$$\nabla V_i(x_i)^T f_i(x_i, u_i) \leq \begin{bmatrix} u_i - u^*_i \\ y_i - y^*_i \end{bmatrix}^T X_i \begin{bmatrix} u_i - u^*_i \\ y_i - y^*_i \end{bmatrix} \quad (3.2)$$

then (2.8) with $p_i > 0$ proves stability of $x^*$ as in the previous section.

However, this procedure assumes that $x^*$ is known, which is restrictive. It may be hard to solve the large set of equations (3.1) and, further, the solution depends on the interconnection. Thus, adding or removing subsystems alter $x^*$ and require cumbersome iterations that impair the compositional approach pursued here. Below we define the notion of “equilibrium independent dissipativity” which enables stability certification without the explicit knowledge of $x^*$. 
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3.1 Equilibrium Independent Dissipativity (EID)

Consider the system

\[
\frac{d}{dt} x(t) = f(x(t), u(t)) \tag{3.3}
\]
\[
y(t) = h(x(t), u(t)) \tag{3.4}
\]

where \(x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m,\) and suppose there exists a set \(\mathcal{X} \subset \mathbb{R}^n\) where, for every \(\bar{x} \in \mathcal{X},\) there is a unique \(\bar{u} \in \mathbb{R}^m\) satisfying \(f(\bar{x}, \bar{u}) = 0.\) Thus \(\bar{u}\) and \(\bar{y} \triangleq h(\bar{x}, \bar{u})\) are implicit functions of \(\bar{x}.)

**Definition 3.1.** We say that the system above is **equilibrium independent dissipative (EID)** with supply rate \(s(\cdot, \cdot)\) if there exists a continuously differentiable storage function \(V : \mathbb{R}^n \times \mathcal{X} \to \mathbb{R}\) satisfying, \(\forall (x, \bar{x}, u) \in \mathbb{R}^n \times \mathcal{X} \times \mathbb{R}^m\)

\[
V(x, \bar{x}) \geq 0, \quad V(\bar{x}, \bar{x}) = 0, \quad \nabla_x V(x, \bar{x})^T f(x, u) \leq s(u - \bar{u}, y - \bar{y}). \tag{3.5}
\]

Unlike (3.2) which is referenced to the equilibrium point \(x^*\), EID demands dissipativity with respect to any point \(\bar{x}\) that has the potential to become an equilibrium when the system is interconnected with others. EID was introduced in [23] and refined to the form above in [12]. It was shown in [23] that EID is in general less restrictive than the incremental dissipativity notion [54].

For a memoryless system \(y(t) = h(u(t))\) we take the storage function to be zero and interpret EID with supply rate \(s(\cdot, \cdot)\) as the static inequality

\[
s(u - \bar{u}, h(u) - h(\bar{u})) \geq 0 \quad \forall (u, \bar{u}) \in \mathbb{R}^m \times \mathbb{R}^m. \tag{3.6}
\]

As an illustration, for a scalar function \(h(\cdot)\) the inequality above with the passivity supply rate \(s(u, y) = uy\) is

\[
(u - \bar{u})(h(u) - h(\bar{u})) \geq 0 \quad \forall (u, \bar{u}) \in \mathbb{R} \times \mathbb{R} \tag{3.7}
\]

which means that \(h(\cdot)\) is increasing\(^1\):

\[
u \geq \bar{u} \Rightarrow h(u) \geq h(\bar{u}). \tag{3.8}
\]

When \(h(\cdot)\) is differentiable (3.7) is equivalent to \(h'(u) \geq 0\) for all \(u \in \mathbb{R}\.\) Similarly, (3.6) restricts \(h'(u)\) to the interval \([0, 1/\varepsilon]\) for the output strict passivity supply rate \(s(u, y) = uy - \varepsilon y^2,\) and to \([-\gamma, \gamma]\) for the finite gain supply rate \(s(u, y) = \gamma^2u^2 - y^2.\)

---

\(^1\) We refer to (3.8) as an “increasing” property despite the fact that it allows \(h(\cdot)\) to be flat. We use the term “strictly increasing” when \(u > \bar{u} \Rightarrow h(u) > h(\bar{u}).\) We follow a similar convention for decreasing functions.
Example 3.1. We examine the equilibrium-independent passivity of

\[
\frac{dx(t)}{dt} = f_0(x(t)) + u(t), \quad y(t) = h(x(t)), \quad u(t), x(t), y(t) \in \mathbb{R} \tag{3.9}
\]

where \( h(\cdot) \) is increasing and \( f_0(\cdot) \) is decreasing.

Given \( \bar{x} \in \mathbb{R}, \) \( f(\bar{x}, \bar{u}) = f_0(\bar{x}) + \bar{u} = 0 \) admits the unique solution \( \bar{u} = -f_0(\bar{x}). \)

Substituting \( f_0(x) + u = f_0(x) - f_0(\bar{x}) + u - \bar{u} \) and \( s(u - \bar{u}, y - \bar{y}) = (u - \bar{u})(y - \bar{y}) - \varepsilon(y - \bar{y})^2, \) we rewrite (3.5) as

\[
\nabla_x V(x, \bar{x})(f_0(x) - f_0(\bar{x})) + \varepsilon(h(x) - h(\bar{x}))^2 + [\nabla_x V(x, \bar{x}) - (h(x) - h(\bar{x}))](u - \bar{u}) \leq 0.
\tag{3.10}
\]

Thus, we seek a \( V(\cdot, \cdot) \) such that \( V(x, \bar{x}) \geq 0, V(\bar{x}, \bar{x}) = 0 \) for all \( x, \bar{x}, \) and (3.10) holds with \( \varepsilon \geq 0. \)

Note that (3.10) implies

\[
\nabla_x V(x, \bar{x}) = h(x) - h(\bar{x}) \tag{3.11}
\]

because, if \( \nabla_x V(x, \bar{x}) - (h(x) - h(\bar{x})) \neq 0 \) for some \( x, \) we can select \( u \) such that \( [\nabla_x V(x, \bar{x}) - (h(x) - h(\bar{x}))](u - \bar{u}) \) is positive and large enough to contradict (3.10).

To satisfy (3.11) as well as \( V(\bar{x}, \bar{x}) = 0 \) we let

\[
V(x, \bar{x}) = \int_{\bar{x}}^x [h(z) - h(\bar{x})]dz \tag{3.12}
\]

which further satisfies \( V(x, \bar{x}) \geq 0 \) because \( h(\cdot) \) is increasing. Thus (3.10) becomes

\[
(h(x) - h(\bar{x}))[f_0(x) + \varepsilon h(x)] - (f_0(\bar{x}) + \varepsilon h(\bar{x})) \leq 0. \tag{3.13}
\]

For \( \varepsilon = 0 \) this inequality follows from the decreasing property of \( f_0(\cdot), \) because the sign of \( h(x) - h(\bar{x}) \) is the same as \( (x - \bar{x}) \) and the sign of \( f_0(x) - f_0(\bar{x}) \) is opposite to \( (x - \bar{x}) \). Thus we conclude equilibrium independent passivity without further assumptions.

If, in addition, \( f_0(\cdot) + \varepsilon h(\cdot) \) remains decreasing up to some \( \varepsilon > 0, \) then a similar sign argument guarantees (3.13), proving equilibrium-independent output strict passivity.

We next generalize the model (3.9) to

\[
\frac{dx(t)}{dt} = f_0(x(t)) + g(x(t))u(t), \quad y(t) = h(x(t)), \quad u(t), x(t), y(t) \in \mathbb{R} \tag{3.14}
\]

which contains the new function \( g(\cdot), \) assumed to satisfy \( g(x) > 0 \) for all \( x. \) With the modified storage function

\[
V(x, \bar{x}) = \int_{\bar{x}}^x \frac{h(z) - h(\bar{x})}{g(z)}dz \tag{3.15}
\]
we get

\[ \nabla_x V(x, \bar{x})(f_0(x) + g(x)u) = (h(x) - h(\bar{x})) \left( \frac{f_0(x)}{g(x)} + u \right) \]

\[ = (h(x) - h(\bar{x})) \left( \frac{f_0(x)}{g(x)} - \frac{f_0(\bar{x})}{g(\bar{x})} + u - \bar{u} \right). \]

Arguments similar to those for \( g(x) \equiv 1 \) above yield the following conclusion:

The system (3.14) is equilibrium independent passive if \( g(x) > 0 \) for all \( x \), \( h(\cdot) \) is increasing, and

\[ \theta(\cdot) \triangleq \frac{f_0(\cdot)}{g(\cdot)} \] (3.16)

is decreasing. It is equilibrium independent output strictly passive if

\[ \theta(\cdot) + \varepsilon h(\cdot) \]

remains decreasing up to some \( \varepsilon > 0 \).

### 3.2 Numerical Certification of EID

For linear systems, EID coincides with standard dissipativity. To see this let

\[ f(x, u) = Ax + Bu \quad h(x, u) = Cx + Du \]

and note that if \( B \) is full column rank then there exists unique \( \bar{u} \) satisfying

\[ A\bar{x} + B\bar{u} = 0 \]

when \( \bar{x} \) is constrained to an appropriate subspace. Substituting \( f(x, u) = A(x - \bar{x}) + B(u - \bar{u}) \) and the candidate storage function

\[ V(x, \bar{x}) = \frac{1}{2} (x - \bar{x})^T P(x - \bar{x}) \]

in (3.5) we get the EID condition

\[ (x - \bar{x})^T P[A(x - \bar{x}) + B(u - \bar{u})] \leq s(u - \bar{u}, C(x - \bar{x}) + D(u - \bar{u})) \]

which is identical to standard dissipativity, with shifted variables.

For polynomial systems, certifying EID can be cast as a SOS feasibility program. Recall that we denote the set of all polynomials in \( x \) as \( \mathbb{R}[x] \) and all SOS polynomials as \( \Sigma[x] \). A polynomial system is EID with respect to a polynomial supply rate \( s \) if
3.3 The Stability Theorem

there exists functions $V$ and $r$ satisfying

$$
\begin{align*}
V(x, \bar{x}) &\in \Sigma[x, \bar{x}] \\
r(x, u, \bar{x}, \bar{u}) &\in \mathbb{R}[x, u, \bar{x}, \bar{u}] \\
-\nabla_x V(x, \bar{x})^T f(x, u) + s(u - \bar{u}, h(x, u) - h(\bar{x}, \bar{u})) &
+ r(x, u, \bar{x}, \bar{u}) f(\bar{x}, \bar{u}) \in \Sigma[x, u, \bar{x}, \bar{u}].
\end{align*}
$$

The constraint $V(\bar{x}, \bar{x}) = 0$ is enforced by letting $V(x, \bar{x}) = (x - \bar{x})^T Q(x, \bar{x}) (x - \bar{x})$ where $Q(x, \bar{x})$ is a symmetric matrix of polynomials.

Note that $\bar{x}$ and $\bar{u}$ are variables and not assumed to satisfy $f(\bar{x}, \bar{u}) = 0$. Instead, the term $r(x, u, \bar{x}, \bar{u}) f(\bar{x}, \bar{u})$ ensures that whenever $f(\bar{x}, \bar{u}) = 0$ then

$$
\nabla_x V(x, \bar{x})^T f(x, u) \leq s(u - \bar{u}, h(x, u) - h(\bar{x}, \bar{u}))
$$

for all $x \in \mathbb{R}^n$, $u \in \mathbb{R}^m$ as desired.

3.3 The Stability Theorem

We return to the interconnected system (2.1)-(2.3) and assume that an equilibrium $x^*$ exists as in (3.1). With the notion of EID we no longer rely on the explicit knowledge of $x^*$ to certify stability.

**Theorem 3.1.** Suppose the interconnected system (2.1)-(2.3) admits an equilibrium $x^*$ as in (3.1) and each subsystem is EID with a quadratic supply rate (2.4) and storage function $V_i(\cdot, \cdot)$ satisfying $V_i(\bar{x}, \bar{x}) = 0$, and $V_i(x_i, \bar{x}) > 0$ when $x_i \neq \bar{x}$. If there exist $p_i > 0$, $i = 1, \cdots, N$, such that (2.8) holds, then $x^*$ is stable and a Lyapunov function is

$$
V(x) = p_1 V_1(x_1, x_1^*) + \cdots + p_N V_N(x_N, x_N^*).
$$

This expression defines a family of Lyapunov functions parameterized by the weights $p_i$ and the equilibrium $x^*$. However, to infer stability we need neither the weights nor the equilibrium explicitly.
Chapter 4
Case Studies

4.1 A Cyclic Biochemical Reaction Network

Consider the following model of a mitogen-activated protein kinase (MAPK) cascade with inhibitory feedback:

\[
\begin{align*}
\frac{dx_1(t)}{dt} &= -\frac{b_1x_1(t)}{c_1 + x_1(t)} + \frac{d_1(1 - x_1(t))}{e_1 + (1 - x_1(t))} \frac{\mu}{1 + kx_3(t)} \\
\frac{dx_2(t)}{dt} &= -\frac{b_2x_2(t)}{c_2 + x_2(t)} + \frac{d_2(1 - x_2(t))}{e_2 + (1 - x_2(t))} x_1(t) \\
\frac{dx_3(t)}{dt} &= -\frac{b_3x_3(t)}{c_3 + x_3(t)} + \frac{d_3(1 - x_3(t))}{e_3 + (1 - x_3(t))} x_2(t).
\end{align*}
\]

The variable \( x_i \in [0, 1], \ i = 1, 2, 3, \) denotes the concentration of the phosphorylated (active) form of the protein \( M_i \) in Figure 4.1, and \( 1 - x_i \) is the concentration of the inactive form (after a suitable scaling that brings the total concentration to one). All parameters are positive.

The second term in each equation is the rate of activation and the first term is the rate of inactivation for the respective protein. For \( i = 2, 3 \) the activation rate is proportional to \( x_{i-1} \), which means that the phosphorylated protein upstream facilitates downstream activation. In contrast, the activation of \( M_1 \) is inhibited by the active form of \( M_3 \), as represented by the decreasing function \( \mu / (1 + kx_3) \) and depicted with a dashed line in Figure 4.1.

The inhibition of the first stage of the cascade by the last stage is a feedback regulation, comparable to an assembly line where the most upstream workstation is decelerated when the final product starts piling up at the end of the line.

A strong negative feedback of this form may generate oscillations which, for a MAPK cascade, means a transient response to a stimulus rather than sustained activation. Temporal patterns of activation are believed to determine cell fate [28] (e.g., proliferation in response to transient activation vs. differentiation in response to sustained activation), thus motivating dynamical analysis.
We decompose the system (4.1) as in the negative feedback cyclic interconnection of Figure 2.3, where the subsystems are

$$G_i: \quad \frac{dx_i(t)}{dt} = f_i(x_i(t)) + g_i(x_i(t))u_i(t) \quad y_i(t) = h_i(x_i(t))$$

(4.2)

$i = 1, 2, 3$, and the functions $f_i(\cdot), g_i(\cdot), h_i(\cdot)$ are defined as

$$f_i(x_i) = -\frac{b_i x_i}{c_i + x_i} \quad g_i(x_i) = \frac{d_i (1 - x_i)}{e_i + (1 - x_i)} \quad i = 1, 2, 3$$

$$h_i(x_i) = x_i \quad i = 1, 2, \quad h_3(x_3) = -\frac{\mu}{1+kx_3}.$$  

Each subsystem is of the form (3.14) studied in Example 3.1 where $h_i(\cdot)$ is increasing and $\theta_i(\cdot)$ defined by

$$\theta_i(x) = \frac{f_i(x)}{g_i(x)}$$

(4.3)

is decreasing. Thus, we estimate the largest $\varepsilon_i > 0$ such that $\theta_i(\cdot) + \varepsilon_i h_i(\cdot)$ is decreasing and apply the stability criterion (2.14) for cyclic interconnections.

To show that a steady state $x^*$ exists we first note that each $\theta_i : [0, 1] \mapsto (-\infty, 0]$ is strictly decreasing and onto; therefore, $\theta_i^{-1} : (-\infty, 0] \mapsto [0, 1]$ is well defined and decreasing. Next, note that the steady state equations

$$\theta_i(x_i^*) + u_i^* = 0 \quad i = 1, 2, 3, \quad u_2^* = x_1^*, \quad u_3^* = x_2^*, \quad u_1^* = -h_3(x_3^*)$$

imply

$$\theta_i(x_i^*) = h_3(\theta_i^{-1}(-\theta_i^{-1}(x_i^*)))$$

where the left hand side is the strictly decreasing and onto function $\theta_i : [0, 1] \mapsto (-\infty, 0]$ and the right hand side is an increasing function with negative values. Thus,
the two functions intersect at a unique point $x_i^*$. This implies that a steady state $x^*$ exists and is unique.

If $\varepsilon_i, i = 1, 2, 3,$ satisfy (2.14), then the stability of $x^*$ is ascertained with a Lyapunov function that is a weighted sum of storage functions of the form (3.15):

$$V(x) = p_1\int_{x_i^1}^{x_i} \frac{z-x_i^*}{g_1(z)} dz + p_2\int_{x_i^2}^{x_i^2} \frac{z-x_i^*}{g_2(z)} dz + p_3\int_{x_i^3}^{x_i^3} \frac{h_3(z) - h_3(x_i^*)}{g_3(z)} dz.$$ 

The weights $p_i > 0$ are obtained from the LMI (2.12) which is guaranteed to have a diagonal solution $P > 0$ by (2.14).

Note from the explicit form of the functions $g_i(\cdot)$ and $h_3(\cdot)$ that $V(\cdot)$ above is not an apparent choice for a Lyapunov function. It further depends on the implicit solution for $x^*$ whose existence and uniqueness were argued only qualitatively.

For the numerical details of estimating the parameters $\varepsilon_i, i = 1, 2, 3,$ such that $\theta_i(\cdot) + \varepsilon_i h_i(\cdot)$ is decreasing, we refer the reader to [6]. Other feedback structures of MAPK cascades were also studied in [6] with the approach illustrated in this example.

### 4.2 A Vehicle Platoon

Consider a platoon where the velocity of each vehicle is governed by

$$\frac{dv_i(t)}{dt} = -v_i(t) + v_i^0 + u_i(t) \quad i = 1, \cdots, N \quad (4.4)$$

in which $u_i(t)$ is a coordination feedback to be designed, and $v_i^0$ is the nominal velocity of vehicle $i$ in the absence of feedback. The position of vehicle $i$ is then obtained from

$$\frac{dx_i(t)}{dt} = v_i(t).$$

We will design feedback laws that depend on relative positions with respect to a subset of other vehicles, typically nearest neighbors.

Fig. 4.2 A vehicle platoon. The motion of the vehicles is coordinated with relative position feedback.

We introduce an undirected graph where the vertices represent the vehicles and an edge between vertices $i$ and $j$ means that vehicles $i$ and $j$ have access to the
relative position measurement \(x_i(t) - x_j(t)\). Next we assign an orientation to each edge by selecting one end to be the head and the other to be the tail. Then the *incidence matrix*

\[
D_{il} = \begin{cases} 
1 & \text{if vertex } i \text{ is the head of edge } l \\
-1 & \text{if vertex } i \text{ is the tail of edge } l \\
0 & \text{otherwise}
\end{cases} \quad (4.5)
\]
generates a vector of relative positions \(z_l\) for the edges \(l = 1, \cdots, L\) by

\[
z = D^T x. \quad (4.6)
\]

As an illustration, in Figure 4.2, 

\[
D = \begin{bmatrix} 1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & -1 & 1
\end{bmatrix} \quad \text{and} \quad \begin{bmatrix} z_1 \\
z_2 \end{bmatrix} = D^T x = \begin{bmatrix} x_1 - x_2 \\
x_2 - x_3 \end{bmatrix}.
\]

We propose the feedback law

\[
u = -D \begin{bmatrix} h_1(z_1) \\
\vdots \\
h_L(z_L) \end{bmatrix} \quad (4.7)
\]

where each function \(h_l : \mathbb{R} \to \mathbb{R}\) is strictly increasing and onto. This means that vehicle \(i\) applies the input

\[
u_i = -\sum_{l=1}^{L} D_{il} h_l(z_l) \quad (4.8)
\]

which depends on locally available measurements because \(D_{il} \neq 0\) only when vertex \(i\) is the head or tail of edge \(l\). In the case of Figure 4.2,

\[
u_1 = -h_1(z_1) \quad u_2 = h_1(z_1) - h_2(z_2) \quad u_3 = h_2(z_2)
\]

where we may interpret \(h_1(z_1)\) and \(h_2(z_2)\) as virtual spring forces between vehicles 1 and 2, and 2 and 3 respectively.

We now analyze the stability of the equilibrium whose existence and uniqueness will be discussed subsequently. We note from (4.6) that

\[
\frac{d}{dt} z(t) = D^T v(t) \triangleq w(t) \quad (4.9)
\]

where we interpret \(w(t)\) as an input and define the output

\[
y(t) \triangleq \begin{bmatrix} h_1(z_1(t)) \\
\vdots \\
h_L(z_L(t)) \end{bmatrix}. \quad (4.10)
\]
Fig. 4.3 A block diagram for the platoon dynamics. Left: the feedforward blocks $u_i \mapsto v_i$ represent the velocity dynamics (4.4) and the feedback blocks $w_l \mapsto y_l$ represent the $l$th subsystem of the relative position dynamics (4.9)-(4.10). Right: the diagram on the left brought to the canonical form of Figure 2.1.

We then represent the closed-loop system with the block diagram of Figure 4.3 (left) where the feedforward blocks $u_i \mapsto v_i$ represent the velocity dynamics (4.4) and the feedback blocks $w_l \mapsto y_l$ represent the $l$th subsystem of the relative position dynamics (4.9)-(4.10). This block diagram is equivalent to the one on the right which is of the standard form in Figure 2.1 with the interconnection matrix

$$M = \begin{bmatrix} 0 & -D \\ D^T & 0 \end{bmatrix}.$$

Noting that $M$ is skew symmetric as in Section 2.3.1 we proceed to proving that each subsystem is equilibrium independent passive. To do so we compare each to (3.9) in Example 3.1 which we found to be equilibrium independent passive when $f_0(\cdot)$ is decreasing and $h(\cdot)$ increasing. This is indeed the case for the $w_l \mapsto y_l$ subsystems in (4.9)-(4.10) where $f_0(z_l) = 0$. The $u_i \mapsto v_i$ subsystems in (4.4), where $f_0(v_i) = -v_i + v_0^i$, $h(v_i) = v_i$, are equilibrium independent output strictly passive because $f_0(\cdot) + \epsilon h(\cdot)$ remains decreasing up to $\epsilon = 1$.

We thus conclude that if an equilibrium

$$z_l = z_l^*, \ l = 1, \cdots, L, \ v_i = v_i^*, \ i = 1, \cdots, N,$$

exists, it is stable from the equilibrium-independent passivity of the subsystems and the skew-symmetry of their interconnection.

At equilibrium the right hand side of (4.9) must vanish, that is

$$D^T v^* = 0. \quad (4.11)$$
By the definition (4.5) above, the null space of $D^T$ includes the vector of ones: $D^T \mathbf{1} = 0$. In addition, if the graph is connected then the span of $\mathbf{1}$ constitutes the entire null space: there is no solution to (4.11) other than $v^* = \vartheta \mathbf{1}$ where $\vartheta$ is a common platoon velocity.

Setting the right hand side of (4.4) to zero, we see that the equilibrium value of the inputs $u_i$ must compensate for the variations in the nominal velocities $v_i^0$ so that a common velocity $\vartheta$ can be maintained:

$$-\vartheta + v_i^0 + u_i^* = 0 \quad i = 1, \ldots, N. \tag{4.12}$$

Note that $\sum_{i=1}^N u_i = 1^T u = 0$, which follows from (4.7) and $1^T D = 0$. Thus, adding the equations (4.12) from $i = 1$ to $i = N$ we get

$$-N \vartheta + \sum_{i=1}^N v_i^0 = 0$$

which shows that the common velocity $\vartheta$ must be the average $\frac{1}{N} \sum_{i=1}^N v_i^0$.

Substituting this average for $\vartheta$ and (4.8) for $u_i^*$ back in (4.12) we obtain the following equations for $z_i^*$:

$$v_i^0 - \frac{1}{N} \sum_{i=1}^N v_i^0 = \sum_{l=1}^L D_{il} h_l(z_i^*) \quad i = 1, \ldots, N.$$ 

These equations are particularly transparent for a line graph as in Figure 4.2 where the head and tail of edge $l$ are vertices $l$ and $l+1$:

$$v_1^0 - \frac{1}{N} \sum_{i=1}^N v_i^0 = h_1(z_1^*)$$

$$v_i^0 - \frac{1}{N} \sum_{i=1}^N v_i^0 = -h_{i-1}(z_{i-1}^*) + h_i(z_i^*) \quad i = 2, \ldots, N - 1$$

$$v_N^0 - \frac{1}{N} \sum_{i=1}^N v_i^0 = -h_{N-1}(z_{N-1}^*).$$

Adding equations $i = 1$ to $l$ above we get a new equation that depends only on $h_l(z_i^*)$. Then a solution $z_i^*$ exists since $h_l(\cdot)$ is onto, and is unique since $h_l(\cdot)$ is strictly increasing. A similar argument may be developed for other acyclic graphs. The proof is more elaborate for graphs with cycles where the variables $z_i$ are now interdependent through algebraic constraints [12].
4.3 Internet Congestion Control

The congestion control problem is to maximize the network throughput while ensuring an equitable allocation of bandwidth to the users. In a decentralized congestion control scheme each link increases its packet drop or marking probability, interpreted as the “price” of the link, as the transmission rate approaches the capacity of the link. Sources then adjust their sending rates based on the aggregate price feedback they receive in the form of dropped or marked packets.

To see the interconnection structure of sources and links, consider a network where packets from sources $i = 1, \cdots, N$ are routed through links $j = 1, \cdots, L$ according to a $L \times N$ routing matrix

$$R_{li} = \begin{cases} 1 & \text{if source } i \text{ uses link } l \\ 0 & \text{otherwise.} \end{cases}$$

(4.13)

An example with $N = 3$ sources and $L = 2$ links is shown in Figure 4.4.

Because the transmission rate $w_j$ of link $j$ is the sum of the sending rates $v_i$ of sources using that link, the vectors of link rates $w$ and source rates $v$ are related by:

$$w = Rv.$$  \hfill (4.14)

Likewise, the total price feedback $q_i$ received by source $i$ is the sum of the prices $p_j$ of the links on its path, which implies:

$$q = R^T p.$$  \hfill (4.15)

Representing the user algorithms as subsystems $G_i : -q_i \mapsto v_i$, $i = 1, \cdots, N$ and the router algorithms as $G_{N+j} : w_j \mapsto p_j$, $j = 1, \cdots, L$, we get an interconnection as in the standard form of Figure 2.1 with:

![Figure 4.4](image-url)
\[
M = \begin{bmatrix} 0 & -R^T \\ R & 0 \end{bmatrix}.
\]

This interconnection is skew-symmetric and has the same structure as Figure 4.3 of the platoon example, with the routing matrix \( R \) replacing \( D^T \), the feedforward blocks now representing user algorithms, and the feedback blocks representing router algorithms. Thus, by imposing passivity as a requirement for these algorithms, we guarantee network stability without further restrictions.

As an illustration, in Kelly’s primal algorithm [26] the user update is

\[
G_i : \quad \frac{d}{dt} v_i(t) = g_i(v_i(t))(U'_i(v_i(t)) - q_i(t)) \quad i = 1, \cdots, N
\]

where \( g_i(v_i) > 0 \) for all \( v_i \geq 0 \) and \( U'_i(\cdot) \) is the derivative of a concave utility function \( U_i : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R} \) where we further assume

\[
U'_i(v_i) \rightarrow \infty \quad \text{as} \quad v_i \rightarrow 0^+. \tag{4.18}
\]

The router update is

\[
G_{j+N} : \quad p_j(t) = h_j(w_j(t)) \quad j = 1, \cdots, L \tag{4.19}
\]

where \( h_j : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is an increasing function.

Condition (4.18) enforces the physical constraint \( v_i \geq 0 \) for the solutions of (4.17), and mild additional assumptions\(^1\) guarantee a unique equilibrium in \( \mathbb{R}^N_{\geq 0} \).

This equilibrium approximates the Kuhn-Tucker optimality conditions for the problem

\[
\max_{v_i \geq 0} \sum_i U_i(v_i) \quad \text{subject to} \quad w_j \leq c_j
\]

when \( h_j(\cdot) \) is interpreted as a penalty function that increases with a steep slope as \( w_j \) approaches the link capacity \( c_j \).

To ascertain the stability of this equilibrium without relying on its explicit knowledge, we proceed to analyze the equilibrium independent passivity properties of the subsystems above.

The router algorithm (4.19) is static and, thus, equilibrium independent passivity follows from the increasing property of \( h_j(\cdot) \). The user algorithm (4.17) is of the form (3.14) in Example 3.1 with input \( u_i = -q_i \) and output \( v_i \). The function \( U'_i(\cdot) \) plays the role of \( \theta(\cdot) \) in (3.16) and is decreasing thanks to the concavity of \( U_i(\cdot) \).

Thus, the storage function:

\[
V_i(v_i, \bar{v}_i) = \int_{v_i}^{\bar{v}_i} \frac{z - \bar{v}_i}{g_i(z)} \, dz \tag{4.20}
\]

guarantees equilibrium independent passivity. If, in addition,

\(^1\) For example, the strict concavity condition (4.21) is sufficient for the existence of a unique equilibrium [65].
4.4 Population Dynamics of Interacting Species

\[ U''_i(v_i) \leq -\varepsilon < 0 \]  

(4.21)

for all \( v_i \geq 0 \), then \( U_i'(v_i) + \varepsilon v_i \) is a decreasing function of \( v_i \) and we conclude equilibrium-independent output strict passivity.

Since the interconnection is skew symmetric, the stability criterion (2.12) holds with \( P = I \) and the sum of the storage functions (4.20) serves as a Lyapunov function. Similar Lyapunov constructions from storage functions were pursued for Kelly’s dual algorithm in [65] and for a primal-dual algorithm in [53].

4.4 Population Dynamics of Interacting Species

Consider the following model for \( N \) interacting species:

\[
\frac{d}{dt} x_i(t) = \left( \lambda_i - \gamma_i x_i(t) + \sum_{j \neq i} m_{ij} x_j(t) \right) x_i(t) \quad i = 1, 2, \cdots, N
\]

(4.22)

where \( x_i \) is the population of species \( i \), and \( \lambda_i \) and \( \gamma_i \) are positive coefficients.

When \( N = 1 \) we recover the logistic growth model [38] which admits a stable equilibrium at the carrying capacity \( x_i = \lambda_i / \gamma_i \). When \( N = 2 \), (4.22) encompasses models of mutualism \( (m_{12} > 0, m_{21} > 0) \), competition \( (m_{12} < 0, m_{21} < 0) \), and predation \( (m_{12}m_{21} < 0) \).

We decompose (4.22) into the subsystems

\[
G_i: \quad \frac{d}{dt} x_i(t) = (\lambda_i - \gamma_i x_i(t)) x_i(t) + x_i(t) u_i(t) \quad y_i(t) = x_i(t) \quad i = 1, 2, \cdots, N
\]

(4.23)

interconnected as in Figure 2.1, where \( M = (m_{ij}) \in \mathbb{R}^{N \times N} \) with diagonal entries \( m_{ii} \) interpreted as zero.

Note the each \( G_i \) is of the form (3.14) with \( g(x) = h(x) = x \), and \( \theta(x) = \lambda_i - \gamma_i x \) as defined in (3.16). Since \( \theta(x) + \varepsilon_i x \) is a decreasing function of \( x \) up to \( \varepsilon_i = \gamma_i \), we conclude equilibrium independent output strict passivity, and the storage function in (3.15) takes the form

\[
V_i(x_i, \bar{x}_i) = x_i - \bar{x}_i - \bar{x}_i \ln \left( \frac{x_i}{\bar{x}_i} \right).
\]

(4.24)

Thus, if an equilibrium \( x^* \) exists in the positive orthant and if (2.12) with

\[
E = \text{diag}(\gamma_1, \cdots, \gamma_N)
\]

admits a diagonal solution \( P > 0 \), the stability of \( x^* \) is certified with the Lyapunov function

\[
V(x) = \sum_{i=1}^{N} p_i \left( x_i - x_i^* - x_i^* \ln \left( \frac{x_i}{x_i^*} \right) \right).
\]

(4.25)
Asymptotic stability follows when (2.12) holds with strict inequality.

**Two species**

When \( N = 2 \) and \( m_{12}m_{21} < 0 \) (predation) the incidence graph of \( M \) consists of a single cycle with negative gain and length two (Section 2.3.3). This means that \( \alpha = 0 \) in (2.20), and (2.12) is strictly feasible with diagonal \( P > 0 \). Thus, the equilibrium \( x^* \) is asymptotically stable.

When \( m_{12}m_{21} > 0 \) (mutualism or competition) the cycle gain is positive and, by (2.20), feasibility is equivalent to

\[
\Gamma = \frac{m_{12}m_{21}}{\varepsilon_1\varepsilon_2} = \frac{m_{12}m_{21}}{\gamma_1\gamma_2} < 1.
\]

**Antelopes, hyenas, and lions**

As another example suppose species 2 and 3 both prey on species 1:

\[
m_{12} < 0 \quad m_{13} < 0 \quad m_{21} > 0 \quad m_{31} > 0,
\]

but are neutral to each other:

\[
m_{23} = m_{32} = 0.
\]

This means that the incidence graph of \( M \) consists of two cycles that intersect at vertex 1 as in Figure 4.5, thus conforming to the cactus structure described in Section 2.3.3. Each cycle has negative gain and length two, therefore \( \alpha_1 = \alpha_2 = 0 \) in (2.20), and (2.12) is strictly feasible with a diagonal \( P > 0 \). Thus, the equilibrium \( x^* \) is asymptotically stable without restrictions on the model parameters other than the sign conditions (4.26)-(4.27).

![Fig. 4.5 The incidence graph of matrix \( M \) with sign structure (4.26)-(4.27).](image-url)
Chapter 5
From Stability to Performance and Safety

5.1 Compositional Performance Certification

Consider the interconnection in Figure 5.1, modified from Figure 2.1 to accommodate an exogenous disturbance input \( d \in \mathbb{R}^m \) and to define a performance output \( e \in \mathbb{R}^p \). The matrix \( M \) specifies the subsystem inputs and the performance output by

\[
\begin{bmatrix}
  u \\
  e \\
\end{bmatrix} = \begin{bmatrix}
  y \\
  d \\
\end{bmatrix} = \begin{bmatrix}
  M_{uy} & M_{ud} \\
  M_{ey} & M_{ed} \\
\end{bmatrix} \begin{bmatrix}
  y \\
  d \\
\end{bmatrix}
\]

(5.1)

where the upper left block \( M_{uy} \), mapping \( y \) to \( u \), plays the role of \( M \) in Figure 2.1.

![Figure 5.1 Interconnected system with exogenous input \( d \) and performance output \( e \).](image)

The goal is now to certify the dissipativity of the interconnected system with respect to the supply rate

\[
\begin{bmatrix}
  d^T \\
  e \\
\end{bmatrix} W \begin{bmatrix}
  d \\
  e \\
\end{bmatrix}
\]

(5.2)

where the choice of \( W \) signifies a performance objective, such as a prescribed \( L_2 \) gain from the disturbance to the performance output. To reach this goal we employ the candidate storage function

\[
V(x) = p_1V_1(x_1) + \cdots + p_NV_N(x_N),
\]

(5.3)
\( p_i \geq 0, \ i = 1, \cdots, N, \) and recall that it satisfies (2.6). The right hand side of (2.6), rewritten as in (2.7), is indeed dominated by the performance supply rate (5.2) if

\[
\begin{bmatrix}
    u \\
    y \\
    d \\
    e
\end{bmatrix}^T \begin{bmatrix}
    X(p_1X_1, \cdots, p_NX_N) & 0 \\
    0 & -W
\end{bmatrix} \begin{bmatrix}
    u \\
    y \\
    d \\
    e
\end{bmatrix} \leq 0 \tag{5.4}
\]

when the variables \( u \) and \( e \) are constrained by (5.1). Substituting

\[
\begin{bmatrix}
    u \\
    y \\
    d \\
    e
\end{bmatrix} = \begin{bmatrix}
    M_{uy} & M_{ud} \\
    I & 0 \\
    0 & I \\
    M_{ey} & M_{ed}
\end{bmatrix} \begin{bmatrix}
    y \\
    d
\end{bmatrix} \tag{5.5}
\]

in (5.4), we obtain the performance condition (5.6) below.

**Proposition 5.1.** Suppose each subsystem \( G_i \), defined in (2.1)-(2.2) with \( f_i(0,0) = 0, h_i(0,0) = 0 \), is dissipative with the quadratic supply rate (2.4) and storage function \( V_i(\cdot) \) such that \( V_i(0) = 0 \) and \( V_i(x_i) \geq 0 \ \forall x_i \). If there exist \( p_i \geq 0, \ i = 1, \cdots, N, \) such that

\[
\begin{bmatrix}
    M_{uy} & M_{ud} \\
    I & 0 \\
    0 & I \\
    M_{ey} & M_{ed}
\end{bmatrix}^T \begin{bmatrix}
    X(p_1X_1, \cdots, p_NX_N) & 0 \\
    0 & -W
\end{bmatrix} \begin{bmatrix}
    M_{uy} & M_{ud} \\
    I & 0 \\
    0 & I \\
    M_{ey} & M_{ed}
\end{bmatrix} \leq 0 \tag{5.6}
\]

where \( X(p_1X_1, \cdots, p_NX_N) \) is as defined in (2.7), then the interconnection is dissipative with respect to the supply rate (5.2), and (5.3) is a storage function.

Note that the stability condition (2.8) is a special case of (5.6) with \( W = 0 \) where \( M \) in (2.8) corresponds to \( M_{uy} \) in (5.6). However, when applying the stability condition (2.8) we require positive definiteness of the storage functions \( V_i(\cdot) \) and strict positivity of the weights \( p_i \).

We next describe the modifications needed when the assumption \( f_i(0,0) = 0, h_i(0,0) = 0 \) is removed from the proposition above. Instead, we assume an equilibrium \( x^* \), whose numerical value is not explicitly known, exists as in (3.1) with \( M = M_{uy} \). We wish to establish dissipativity with respect to the supply rate

\[
\begin{bmatrix}
    d \\
    e - e^*
\end{bmatrix}^T W \begin{bmatrix}
    d \\
    e - e^*
\end{bmatrix} \tag{5.7}
\]

which depends on the deviation of the performance output \( e \) from its equilibrium value \( e^* = M_{ey}x^* \).

If each subsystem is EID as in (3.5) with a quadratic supply rate (2.4), then
5.2 Safety under Finite Energy Inputs

\[ V(x) = p_1 V_1(x_1, x_1^*) + \cdots + p_N V_N(x_N, x_N^*), \quad (5.8) \]

\[ p_i \geq 0, i = 1, \cdots, N, \] satisfies

\[ \sum_{i=1}^{N} p_i \nabla V_i(x_i, x_i^*)^T f_i(x_i, u_i) \leq \begin{bmatrix} u - u^* \vline y - y^* \vline d \end{bmatrix}^T \begin{bmatrix} X(p_1 X_1, \cdots, p_N X_N) & 0 \\ 0 & -W \end{bmatrix} \begin{bmatrix} u - u^* \\ y - y^* \\ d \end{bmatrix}. \quad (5.9) \]

Since \( u^* = M_{uy} y^* \) and \( e^* = M_{ey} y^* \), it follows from (5.1) that

\[ \begin{bmatrix} u - u^* \\ e - e^* \end{bmatrix} = \begin{bmatrix} M_{uy} & M_{ad} \\ M_{ey} & M_{ed} \end{bmatrix} \begin{bmatrix} y - y^* \\ d \end{bmatrix}. \quad (5.10) \]

Thus, (5.6) implies

\[ \begin{bmatrix} u - u^* \\ y - y^* \\ d \\ e - e^* \end{bmatrix} \begin{bmatrix} X(p_1 X_1, \cdots, p_N X_N) & 0 \\ 0 & -W \end{bmatrix} \begin{bmatrix} u - u^* \\ y - y^* \\ d \\ e - e^* \end{bmatrix} \leq 0 \quad (5.11) \]

which allows us to upper bound the right hand side of (5.9) with (5.7).

We conclude that Proposition 5.1 above holds with the supply rate (5.7) if we remove the restriction \( f_i(0, 0) = 0, h_i(0, 0) = 0 \), instead strengthening the subsystem dissipativity assumption with its equilibrium independent form.

5.2 Safety under Finite Energy Inputs

In this section we assume the disturbance in Figure 5.1 has finite \( L_2 \) norm,

\[ \|d\|_2^2 = \int_0^\infty |d(t)|^2 dt \leq \beta, \quad (5.12) \]

and aim to certify the following safety property for the interconnection:

Trajectories starting from \( x(0) = 0 \) cannot intersect a given unsafe set \( \mathcal{U} \) for any disturbance \( d(\cdot) \) satisfying (5.12).

To achieve this goal, we employ the \( L_2 \) reachability supply rate \( s(d, e) = |d|^2 \) from Section 1.6, that is (5.2) with

\[ W = \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix}. \quad (5.13) \]
If (5.6) holds with this $W$ then

\[ V(x) = p_1 V_1(x_1) + \cdots + p_N V_N(x_N) \]

satisfies $V(x(\tau)) \leq \|d\|_2^2$ for all $\tau \geq 0$. To certify safety for all $d(\cdot)$ with $\|d\|_2^2 \leq \beta$, the task is to guarantee that the sublevel set

\[ V_\beta \triangleq \{ x : V(x) \leq \beta \} \]

does not intersect the unsafe set $\mathcal{U}$; that is, its complement $\overline{V_\beta}$ contains $\mathcal{U}$:

\[ \mathcal{U} \subset \overline{V_\beta}. \quad (5.14) \]

To apply SOS techniques to this task, assume each $V_i$ is a polynomial and that $\mathcal{U}$ is defined as

\[ \mathcal{U} \triangleq \{ x \in \mathbb{R}^n : q_j(x) \geq 0, j = 1, \ldots, M \} \quad (5.15) \]

where $q_j$ are real polynomials. Thus $\mathcal{V}_\beta$ and $\mathcal{U}$ are closed semialgebraic sets and the set containment constraint (5.14) is satisfied if there exists $\varepsilon > 0, p_i \geq 0, i = 1, \ldots, N$, and $s_j \in \Sigma[x], j = 1, \ldots, M$, such that

\[ \sum_{i=1}^N p_i V_i(x_i) - \beta - \varepsilon - \sum_{j=1}^M s_j(x) q_j(x) \in \Sigma[x]. \quad (5.16) \]

To see that (5.16) guarantees (5.14) note that $x \in \mathcal{U}$ implies $\sum_{j=1}^M s_j(x) q_j(x) \geq 0$ by definition of $\mathcal{U}$ and the fact that each $s_j$ is SOS. Therefore, $V(x) - \beta - \varepsilon \geq 0$ which implies $V(x) \geq \beta + \varepsilon$, hence $x \in \overline{V_\beta}$.

**Proposition 5.2.** Suppose each subsystem $G_i$, defined in (2.1)-(2.2) with $f_i(0,0) = 0, h_i(0,0) = 0$, is dissipative with the quadratic supply rate (2.4) and storage function $V_i(\cdot)$. If there exist $\varepsilon > 0, p_i \geq 0, i = 1, \ldots, N$, and $s_j \in \Sigma[x], j = 1, \ldots, M$, satisfying (5.16) and (5.6) with $W$ as in (5.13), then trajectories starting from $x(0) = 0$ cannot intersect the unsafe set $\mathcal{U}$ for any $d(\cdot)$ with $\|d\|_2^2 \leq \beta$.

If the assumption $f_i(0,0) = 0, h_i(0,0) = 0$ is removed from Proposition 5.2 we must use the equilibrium independent properties of the subsystems. We assume an equilibrium $x^*$ exists as in (3.1) with $M = M_{uy}$ and that each subsystem is EID with respect to quadratic supply rates given by $X_i, i = 1, \ldots, N$.

The safety constraint (5.16) must now be modified since the subsystem storage functions depend on the unknown equilibrium $x^*$. The unsafe set $\mathcal{U}$ may also depend on $x^*$; for example, we may consider the system safe if all trajectories remain within a distance of the equilibrium. We accommodate such scenarios with polynomials $q_j(x,x^*)$ that depend on $x^*$ in (5.15).
The set containment constraint (5.14) is satisfied if there exists \( \varepsilon > 0, p_i \geq 0, i = 1, \ldots, N, s_j \in \Sigma[x, \bar{x}], j = 1, \ldots, M, \) and \( r_k \in \mathbb{R}[x_k, \bar{x}_k, u_k, \bar{u}_k], k = 1, \ldots, N \) such that

\[
\sum_{i=1}^{N} p_i V_i(x_i, \bar{x}_i) - \beta - \varepsilon - \sum_{j=1}^{M} s_j(x, \bar{x}) q_j(x, \bar{x}) - \sum_{k=1}^{N} r_k(x_k, \bar{x}_k, u_k, \bar{u}_k) f_k(\bar{x}_k, \bar{u}_k) \in \Sigma[x, \bar{x}, u, \bar{u}]. \tag{5.17}
\]

Note that \( \bar{x} \) and \( \bar{u} \) in (5.17) are variables and not assumed to satisfy \( f(\bar{x}, \bar{u}) = 0 \). Instead, the \( r_k \) terms ensure that whenever \( f(\bar{x}, \bar{u}) = 0 \) then

\[
\sum_{i=1}^{N} p_i V_i(x_i, \bar{x}_i) - \beta - \varepsilon - \sum_{j=1}^{M} s_j(x, \bar{x}) q_j(x, \bar{x}) \in \Sigma[x, \bar{x}]. \tag{5.18}
\]

Therefore, we can remove the restriction \( f_i(0,0) = 0, h_i(0,0) = 0 \) from Proposition 5.2 by requiring that the subsystems be EID and the safety constraint (5.16) be replaced with (5.17). Then, trajectories starting from \( x(0) = x^* \) cannot intersect the unsafe set \( \mathcal{U} \) for any \( d(\cdot) \) with \( \|d\|_2^2 \leq \beta \).

It is straightforward to extend the results above to the case where the initial state belongs to a semialgebraic set rather than being located at the equilibrium. Suppose the initial state is contained in the set

\[
\mathcal{F} \triangleq \{ x \in \mathbb{R}^n : w_\ell(x) \geq 0, \ell = 1, \ldots, L \} \tag{5.19}
\]

where \( w_\ell \) are real polynomials. If (5.6) holds and \( \mathcal{F} \subset \mathcal{Y}_\alpha \) then \( x(t) \) is contained in the sublevel set \( \mathcal{Y}_{\alpha + \beta} \) for all \( d(\cdot) \) with \( \|d\|_2^2 \leq \beta, x(0) \in \mathcal{F}, \) and \( t \geq 0 \). Using SOS techniques we can certify \( \mathcal{F} \subset \mathcal{Y}_\alpha \) if there exists \( p_i \geq 0, i = 1, \ldots, N, t_\ell \in \Sigma[x, \bar{x}], \ell = 1, \ldots, L, \) and \( r_k \in \mathbb{R}[x_k, \bar{x}_k, u_k, \bar{u}_k], k = 1, \ldots, N \) satisfying

\[
- \left( \sum_{i=1}^{N} p_i V_i(x_i) - \alpha \right) - \sum_{\ell=1}^{L} t_\ell(x, \bar{x}) w_\ell(x, \bar{x}) - \sum_{k=1}^{N} r_k(x_k, \bar{x}_k, u_k, \bar{u}_k) f_k(\bar{x}_k, \bar{u}_k) \in \Sigma[x, \bar{x}, u, \bar{u}]. \tag{5.20}
\]

Therefore, the system is safe if the level set \( \mathcal{Y}_{\alpha + \beta} \) does not intersect the unsafe set \( \mathcal{U} \). To guarantee this (5.17) must hold with \( \beta \) replaced by \( \beta + \alpha \).

A similar safety certification procedure was developed in [14] for disturbances satisfying a bound on \( d(t) \) for all \( t \) rather than in the \( L_2 \) norm sense. A direct application of sum of squares techniques to safety verification, without the compositional approach here, was reported in [45]. An overview of the broader literature on establishing invariant sets is given in [9].
5.3 Platoon Example Revisited

We illustrate the safety certification procedure above on the vehicle platoon example of Section 4.2. Recall that $v_i, i = 1, \ldots, N$, is the velocity of the $i$-th vehicle and $z_l, l = 1, \ldots, L$, is the relative position of the vehicles connected by the $l$-th link.

We consider an additive disturbance $d(t) \in \mathbb{R}^N$ on the velocity dynamics and wish to find a $L_2$ norm bound $\|d\|^2_2 \leq \beta$ such that the disturbance will not cause a collision. Thus we select the unsafe set to be

$$\mathcal{U} = \bigcup_{l=1}^{L} \mathcal{U}_l$$

where $\mathcal{U}_l = \{(v, z) : |z| \leq \gamma\}$ (5.21)

with a prescribed safety margin $\gamma > 0$, as depicted in Figure 5.2.

Let the control law be as in (4.7) with $h_l(z_l) = (z_l - z_0)^{1/3}, l = 1, \ldots, L$, where $z_0 > 0$. Since $h_l$ is increasing and onto, a unique equilibrium point exists as shown in Section 4.2.

The subsystems mapping $u_i \mapsto v_i$ are given in (4.4). The storage functions

$$S_i(v_i, \bar{v}_i) = \frac{1}{2} (v_i - \bar{v}_i)^2, \quad i = 1, \ldots, N$$

(5.22)
certify that each subsystem is equilibrium independent output strictly passive since...
The storage functions certify equilibrium independent passivity since

\[
\nabla z_i R_l(z_i, \bar{z}_i) w_l = ((z_i - z_0)^{1/3} - (\bar{z}_i - z_0)^{1/3}) w_l
\]

(5.25)

and the composite storage function is

\[
V(\nu, 0, z) = \sum_{i=1}^{N} p_i S_i(\nu_i, \nu_i^\beta) + \sum_{i=1}^{L} p_{N+i} R_l(z_i, \bar{z}_i^l)
\]

(5.27)

where we have used \( f(\bar{v}_i, \bar{u}_i) = -\bar{v}_i + \bar{v}_i^0 + \bar{u}_i = 0 \) in the second equation.

The composite storage function is

\[
\nabla v_i S_i(v_i, \bar{v}_i) f_i(v_i, u_i) = (v_i - \bar{v}_i)(-v_i + v_i^0 + u_i)
\]

\[
= (v_i - \bar{v}_i)(v_i + v_i - u_i - \bar{u}_i)
\]

\[
= \begin{bmatrix} u_i - \bar{u}_i \\ v_i - \bar{v}_i \end{bmatrix}^T \begin{bmatrix} 0 & 1/2 \\ 1/2 & -1 \end{bmatrix} \begin{bmatrix} u_i - \bar{u}_i \\ v_i - \bar{v}_i \end{bmatrix},
\]

(5.23)

where \( L \) is the set containment constraint. Since \( \mathcal{U}_i \) is a union of the sets \( \mathcal{U}_l \), it is necessary to include a constraint of the form (5.17) for each \( l \).

To reduce the dimension of the problem we recall that the skew symmetric coupling of the subsystems suggests equal weights \( p_i \). Indeed the choice \( p_i = 4 \) satisfies (5.6) with \( W \) as in (5.13) to ensure dissipativity with the \( L_2 \) reachability constraint. In addition, \( p_i \) must satisfy the set containment constraints (5.17). Since \( \mathcal{U}_l \) is a union of the sets \( \mathcal{U}_i \), it is necessary to include a constraint of the form (5.17) for each \( l \).

As a numerical example consider a formation of \( N = 3 \) vehicles as in Figure 4.2. The unsafe set \( \mathcal{U} = \{ z_1 : |z_1| \leq 5 \} \cup \{ z_2 : |z_2| \leq 5 \} \) is the union of two sets; therefore, we include a constraint of the form (5.17) for each set. We let \( v_1^0 = 9 \), \( v_2^0 = 10 \), \( v_3^0 = 11 \), and \( z_0 = 20 \). Assuming the system is initialized at the equilibrium and a disturbance \( d(\cdot) \) is applied to the third vehicle, we verified safety for all disturbances such that \( \|d\|_2 \leq 2.0 \).

Note that it is not obvious how to apply the SOS techniques to the functions \( h_l \) and \( R_l \) since they have fractional powers. To remedy this we replace \((z_i - z_0)^{1/3}\) and \((\bar{z}_i - z_0)^{1/3}\) with the auxiliary variables \( v_i \) and \( \bar{v}_i \), and include the polynomials equality constraints \( v_i^3 = z_i - z_0 \) and \( \bar{v}_i^3 = \bar{z}_i - z_0 \) in the SOS program. More information about applying SOS techniques to nonpolynomial systems can be found in [41].
Chapter 6
Searching over Subsystem Dissipativity Properties

6.1 Conical Combinations of Multiple Supply Rates

The stability and performance tests in earlier chapters used a fixed dissipativity property for each subsystem. This approach is effective when the interconnection structure suggests a compatible dissipativity property as in the case studies. However, in general, useful structural properties of the interconnection and relevant dissipativity properties may not be apparent.

A more flexible approach is to employ a combination of several dissipativity certificates known for each subsystem. Indeed, if a system is dissipative with respect to the supply rate and storage function pairs

$$(s_q(u,y), V_q(x)) \quad q = 1, \ldots, Q$$  \hspace{1cm} (6.1)

then, by Definition 1.1, it is also dissipative with respect to any conical combination

$$\left( \sum_{q=1}^{Q} p_q s_q(u,y), \sum_{q=1}^{Q} p_q V_q(x) \right), \quad p_q \geq 0 \quad q = 1, \ldots, Q.$$  \hspace{1cm} (6.2)

Thus, when each subsystem $i = 1, \ldots, N$ in the interconnection of Figure 2.1 is dissipative with a set of quadratic supply rates given by

$$X_{i,q}, \quad q = 1, \ldots, Q,$$

we replace $X(p_1 X_1, \ldots, p_N X_N)$ in the stability test (2.8) and performance test (5.6) with

$$X \left( \sum_{q=1}^{Q_1} p_{1,q} X_{1,q}, \ldots, \sum_{q=1}^{Q_N} p_{N,q} X_{N,q} \right)$$  \hspace{1cm} (6.3)

and leave the weights $p_{i,q}$ as decision variables.

As an illustration consider a negative feedback interconnection of two subsystems, with $M$ as in (2.9). Suppose we have a single dissipativity certificate for the
first subsystem and two for the second subsystem:

\[ X_1 = \begin{bmatrix} 1 & 1/2 \\ 1/2 & 0 \end{bmatrix}, \quad X_{2,1} = \begin{bmatrix} -1 & 1/2 \\ 1/2 & 0 \end{bmatrix}, \quad X_{2,2} = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \]

With \( X(p_1 X_1, p_{2,1} X_{2,1} + p_{2,2} X_{2,2}) \), the stability condition (2.8) becomes

\[
\begin{bmatrix} p_{2,2} - p_{2,1} (p_{2,1} - 1)/2 \\ (p_{2,1} - 1)/2 & 1 - p_{2,2} \end{bmatrix} \leq 0
\]

(6.4)

where we have fixed \( p_1 = 1 \) since one of the decision variables can be factored out of (2.8). Note that (6.4) holds with the combination \( p_{2,1} = p_{2,2} = 1 \), but cannot hold when either \( p_{2,1} = 0 \) or \( p_{2,2} = 0 \). Thus, neither \( X_{2,1} \) nor \( X_{2,2} \) alone can prove the stability of the interconnection and a combination is essential.

### 6.2 Mediated Search for New Supply Rates

In this section we take a more exhaustive approach and combine the stability and performance tests with a simultaneous search for feasible subsystem dissipativity properties. The supply rates \( X_1, \cdots, X_N \) in the LMIs (2.8) and (5.6) are now decision variables instead of being fixed, and each \( X_i \) must satisfy the local constraint:

\[
\nabla V_i(x_i)^T f_i(x_i, u_i) - \begin{bmatrix} u_i \\ h_i(x_i, u_i) \end{bmatrix}^T X_i \begin{bmatrix} u_i \\ h_i(x_i, u_i) \end{bmatrix} \leq 0
\]

(6.5)

for all \( x_i \in \mathbb{R}^{n_i}, u_i \in \mathbb{R}^{m_i} \), with an appropriate storage function \( V_i(\cdot) \).

Since \( X_i \) is now a variable, and scaling both \( X_i \) and \( V_i(\cdot) \) by \( p_i \geq 0 \) does not change (6.5), we drop the weights \( p_i \) from (2.8) and (5.6). We thus obtain the global constraint for performance:

\[
\begin{bmatrix} M_{uy} & M_{ud} \\ I & 0 \\ 0 & I \\ M_{ey} & M_{ed} \end{bmatrix}^T \begin{bmatrix} X_1, \cdots, X_N \end{bmatrix} \begin{bmatrix} 0 \\ -W \end{bmatrix} \leq 0
\]

(6.6)

where \( X(X_1, \cdots, X_N) \) is as defined in (2.7). The constraint for stability is the special case \( W = 0 \) and is not discussed separately.

Solving the combined feasibility problem (6.5)-(6.6) directly may be intractable for large networks, especially if the local problems (6.5) require sum of squares programming. Note, however, the subproblems (6.5) are coupled in (6.6) only by the supply rate variables \( X_i \) while the storage functions \( V_i(\cdot) \) remain private. This sparse coupling allows us to decompose and solve (6.5)-(6.6) with scalable distributed optimization methods.
A particularly attractive method is the Alternating Direction Method of Multipliers (ADMM) which guarantees convergence under very mild assumptions [10]. For a general problem of the form:

$$\begin{align*}
\text{minimize} & \quad \phi(x) + \psi(z) \\
\text{subject to} & \quad Ax + Bz = c,
\end{align*}$$

(6.7)

where $x$ and $z$ are vector decision variables, the ADMM updates are:

$$
\begin{align*}
x^{k+1} &= \arg\min_x \phi(x) + \|Ax + Bz^k - c + s^k\|_2^2 \\
z^{k+1} &= \arg\min_z \psi(z) + \|Ax^{k+1} + Bz - c + s^k\|_2^2 \\
s^{k+1} &= s^k + Ax^{k+1} + Bz^{k+1} - c.
\end{align*}
$$

(6.8)-(6.10)

In particular, the variable $s$ in (6.10) accumulates the deviation from the constraint $Ax + Bz = c$ as in integral control.

To bring the feasibility problem (6.5)-(6.6) to the canonical optimization form (6.7), we first define the indicator functions:

$$
\begin{align*}
\mathbb{I}_{\text{local},i}(X_i, V_i) &:= \begin{cases} 
0 & \text{if } X_i, V_i \text{ satisfy (6.5)} \\
\infty & \text{otherwise}
\end{cases} \\
\mathbb{I}_{\text{global}}(X_1, \ldots, X_N) &:= \begin{cases} 
0 & \text{if } X_1, \ldots, X_N \text{ satisfy (6.6)} \\
\infty & \text{otherwise}.
\end{cases}
\end{align*}
$$

(6.11)-(6.12)

Next, we replace $X_1, \ldots, X_N$ in $\mathbb{I}_{\text{global}}$ with the auxiliary variables $Z_1, \ldots, Z_N$, and rewrite (6.5)-(6.6) as

$$
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^N \mathbb{I}_{\text{local},i}(X_i, V_i) + \mathbb{I}_{\text{global}}(Z_1, \ldots, Z_N) \\
\text{subject to} & \quad X_i - Z_i = 0 \quad \text{for } i = 1, \ldots, N.
\end{align*}
$$

The auxiliary variables $Z_1, \ldots, Z_N$ enabled the separation of the objective into $N + 1$ independent functions. Thanks to this separation, the ADMM algorithm (6.8)-(6.10) takes the parallelized form below.

**X-updates:** For each $i$, solve the local problem

$$
X_i^{k+1} = \arg\min_{X_i \text{ s.t. (6.5)}} \|X_i - Z_i + S_i^k\|_F^2
$$

where $\|\cdot\|_F$ represents the Frobenius norm.

**Z-update:** If $X_1^{k+1}, \ldots, X_N^{k+1}$ satisfy (6.6), then terminate. Otherwise, solve the global problem

$$
Z_i^{k+1} = \arg\min_{Z_i \text{ s.t. (6.6)}} \sum_{i=1}^N \|X_i^{k+1} - Z_i + S_i^k\|_F^2.
$$
**S-updates**: Update $S_i$ by

$$S_i^{k+1} = X_i^{k+1} - Z_i^{k+1} + S_i^k$$

and return to the $X$-updates.

For each subsystem, this algorithm solves an optimization problem certifying dissipativity with a supply rate $X_i$ close to the $Z_i$ proposed by the global problem. The global problem first checks if the constraint (6.6) is satisfied with the updated supply rates $X_i$. If not, it solves an optimization problem to propose new supply rates $Z_i$, close to $X_i$, that satisfy (6.6). Thus the global problem mediates between the local searches for supply rates to find a feasible combination.

For equilibrium independent certification of stability and performance, the global constraint (6.6) remains unchanged if the subsystem dissipativity assumption is replaced with its equilibrium independent form. Thus, the only change needed in the ADMM algorithm above is to adapt the $X$-updates to local EID constraints.

Other distributed optimization methods are applicable to this formulation. Subgradient methods combined with dual decomposition [39] were employed for stability certification from $L_2$ gain properties of the subsystems [60], and later extended to general dissipativity [36]. Unlike ADMM, this method calls for careful tuning of the stepsize schedule and regularization parameter. Projection methods [22, 8] are also applicable; however, the convergence rates may be very slow [36].

**A relaxed exit criterion**

Before the $Z$-update the algorithm checks if $X_1^{k+1}, \ldots, X_N^{k+1}$ satisfy the global constraint (6.6). If so, performance is certified and the algorithm terminates.

Since the ADMM algorithm generates a sequence of supply rates $X_i^q$, $q = 1, \ldots, k+1$ whose conical combinations are also valid supply rates (Section 6.1), we can instead check if (6.6) is satisfied with

$$X \left( \sum_{q=1}^{k+1} p_{1,q} X_1^q, \ldots, \sum_{q=1}^{k+1} p_{N,q} X_N^q \right)$$

(6.13)

where the weights $p_{i,q} \geq 0$ are decision variables. Alternatively one may consider a subset of recent supply rates rather than the whole sequence $q = 1, \ldots, k+1$.

This modification does not affect the iterations of the ADMM algorithm, only the exit criterion. Thus the algorithm is still guaranteed to converge, but the number of iterations can be greatly reduced. As an example, an interconnection of 100 two-state nonlinear SISO systems was generated. For each test the subsystem parameters and interconnection were chosen randomly but constrained so that the system had $L_2$ gain less then or equal to one. On 50 instances of this problem the standard ADMM algorithm required on average 14.7 iterations. With the modified exit criterion this average dropped to 4.8.
Chapter 7
Symmetry Reduction

7.1 Reduction for Stability Certification

We revisit the stability certification problem and exploit the symmetries in the interconnection of Figure 2.1 to reduce the number of decision variables. To avoid cumbersome notation we assume single input single output subsystems, i.e., $M \in \mathbb{R}^{N \times N}$.

To characterize symmetries of $M$ we define a permutation matrix $R$ satisfying

$$RM = MR \quad \text{(7.1)}$$

This equation ensures that the inputs $\tilde{u} = Ru$ and outputs $\tilde{y} = Ry$, relabeled with the new indices, still satisfy $\tilde{u} = M\tilde{y}$.

As an illustration, consider the cyclic interconnection (2.13) with $N = 6$, $\delta_i = -1$ when $i$ is odd, and $\delta_i = +1$ when $i$ is even; see the incidence graph in Figure 7.1 (left). A permutation that rotates the indices by two nodes is an automorphism because the interconnection remains unchanged (right). By contrast, rotating the indices by one node would change the signs of the edges connecting any two nodes.

Fig. 7.1 For the interconnection depicted on the left, a permutation that rotates the indices by two nodes (right) is an automorphism because the edges connecting the nodes are unchanged.
The set of all automorphisms of \( M \) forms a group, denoted
\[
\text{Aut}(M) = \{ R \text{ such that } (7.1) \text{ holds} \}.
\] (7.2)

Given this automorphism group we define the orbit of node \( i \in \{1, \cdots, N\} \) to be the set of all nodes \( j \) such that some element \( R \) permutes \( i \) to \( j \). That is,
\[
O_i = \{ j \in \{1, \cdots, N\} \mid Rq_i = q_j \text{ for some } R \in \text{Aut}(M) \} \tag{7.3}
\]
where \( q_i = \mathbb{R}^N \) is the \( i \)th unit vector. The orbits partition the nodes \( 1, \cdots, N \) into equivalence classes, defined by the relation
\[
i \sim j \quad \text{if} \quad j \in O_i,
\tag{7.4}
\]
where nodes in the same class can be reached from one another by an automorphism. The two distinct orbits in Figure 7.1 are \( \{1, 3, 5\} \) and \( \{2, 4, 6\} \).

The following theorem states that, if the subsystems (nodes) on the same orbit have identical supply rates, \( X_i = X_j \) when \( i \sim j \), then taking identical weights \( \bar{p}_i = \bar{p}_j \) for \( i \sim j \) does not change the feasibility of (2.8). Thus we need one decision variable per orbit rather than one for each node.

**Theorem 7.1.** Given \( X_1, \cdots, X_N \) such that \( X_i = X_j \) when \( i \sim j \), if (2.8) holds with weights \( p_i, i = 1, \cdots, N \), then it also holds with
\[
\bar{p}_i = \frac{1}{|O_i|} \sum_{j \in O_i} p_j \quad i = 1, \cdots, N
\tag{7.5}
\]
where \( |O_i| \) is the number of elements in (7.3). In particular, \( \bar{p}_i = \bar{p}_j \) for \( i \sim j \).

**Proof.** We will prove the implication
\[
\left[ \begin{array}{c} M \\ I \end{array} \right]^T X(Y_1, \cdots, Y_N) \left[ \begin{array}{c} M \\ I \end{array} \right] \leq 0 \quad \Rightarrow \quad \left[ \begin{array}{c} M \\ I \end{array} \right]^T X(\bar{Y}_1, \cdots, \bar{Y}_N) \left[ \begin{array}{c} M \\ I \end{array} \right] \leq 0 \tag{7.6}
\]
where
\[
\bar{Y}_i = \frac{1}{|O_i|} \sum_{j \in O_i} Y_j.
\tag{7.7}
\]
The theorem follows from this implication by setting \( Y_i = p_i X_i \). In particular the assumption that \( X_j = X_i \) for all \( j \in O_i \) reduces (7.7) to \( \bar{p}_i X_i \).

Let \( R \in \text{Aut}(M) \) and note that the left hand side of (7.6) implies
\[
R^T \left[ \begin{array}{c} M \\ I \end{array} \right]^T X(Y_1, \cdots, Y_N) \left[ \begin{array}{c} M \\ I \end{array} \right] R \leq 0 \tag{7.8}
\]
which, by (7.1), is identical to
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\[
\begin{bmatrix} M \\ I \end{bmatrix}^T \begin{bmatrix} R & 0 \\ 0 & R \end{bmatrix}^T \mathbf{X}(Y_1, \cdots, Y_N) \begin{bmatrix} R & 0 \\ 0 & R \end{bmatrix} \begin{bmatrix} M \\ I \end{bmatrix} \leq 0. \tag{7.9}
\]

It follows from the definition of \( \mathbf{X}(Y_1, \cdots, Y_N) \) in (2.7) that

\[
\begin{bmatrix} R & 0 \\ 0 & R \end{bmatrix}^T \mathbf{X}(Y_1, \cdots, Y_N) \begin{bmatrix} R & 0 \\ 0 & R \end{bmatrix} = \mathbf{X}(Y_{R(1)}, \cdots, Y_{R(N)}) \tag{7.10}
\]

where \( R(i) \) denotes the index to which \( i \) gets permuted by the automorphism \( R \). Thus

\[
\begin{bmatrix} M \\ I \end{bmatrix}^T \mathbf{X}(Y_{R(1)}, \cdots, Y_{R(N)}) \begin{bmatrix} M \\ I \end{bmatrix} \leq 0. \tag{7.11}
\]

Averaging the expression on the left over \( \text{Aut}(M) \) (that is, adding over \( R \in \text{Aut}(M) \) and dividing by \( |\text{Aut}(M)| \)) we obtain the right hand side of (7.6).

The theorem above holds for any subset of automorphisms that forms a group. This generality is important for applications where the full automorphism group is difficult to compute but a subset representing a particular symmetry is apparent. However, in this case the reduction may not be as extensive.

**Enriching Symmetries for Further Reduction**

The proposition below shows that transformations of the form

\[
\tilde{M} = D^{-1}MD \tag{7.12}
\]

where \( D \in \mathbb{C}^{N \times N} \) is diagonal do not change the feasibility of (2.8). We apply such transformations to enrich the symmetries in \( M \) thereby reducing the number of orbits and the corresponding decision variables in (2.8).

As an example, for the cyclic interconnection in Figure 7.1 the choice of \( D \) specified in the next section yields identical edge weights \( (= e^{i\pi/6}) \) which means that all rotations are now automorphisms and the number of orbits is reduced to one.

**Proposition 7.1.** Let \( \tilde{M} \) be as in (7.12) where \( D \) is a diagonal matrix with entries \( d_i \in \mathbb{C}, d_i \neq 0, i = 1, \cdots, N \). Then the LMI (2.8) is equivalent to

\[
\begin{bmatrix} \tilde{M} \\ I \end{bmatrix}^* \mathbf{X}(\hat{p}_1X_1, \cdots, \hat{p}_NX_N) \begin{bmatrix} \tilde{M} \\ I \end{bmatrix} \leq 0 \tag{7.13}
\]

where \( \hat{p}_i = |d_i|^2p_i \). Thus, if there exist \( p_i > 0 \) satisfying (2.8) then there exist \( \hat{p}_i > 0 \) satisfying (7.13) and vice versa.
Proof. Multiplying (2.8) from the left by $D^*$ and from the right by $D$ we get
\[
D^* \begin{bmatrix} M & I \end{bmatrix}^* X(p_1X_1, \ldots, p_NX_N) \begin{bmatrix} M & I \end{bmatrix} D \leq 0 \tag{7.14}
\]
which, by (7.12), identical to
\[
\begin{bmatrix} \hat{M} & I \end{bmatrix}^* \begin{bmatrix} D^* 0 \\ 0 D^* \end{bmatrix} X(p_1X_1, \ldots, p_NX_N) \begin{bmatrix} D & 0 \\ 0 & D \end{bmatrix} \begin{bmatrix} M & I \end{bmatrix} \leq 0. \tag{7.15}
\]

### 7.2 Cyclic Interconnections Revisited

We consider again the cyclic interconnection
\[
M = \begin{bmatrix} 0 & \cdots & 0 & \delta_1 \\ \delta_2 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & \delta_N \end{bmatrix} \tag{7.16}
\]
of output strictly passive systems with supply rate $s_i(u_i, y_i) = u_iy_i - \varepsilon_i y_i^2$, $\varepsilon_i > 0$.

To examine the feasibility of the stability criterion (2.8) we first define
\[
\bar{u}_i \triangleq \varepsilon_i^{-1} u_i, \quad \bar{s}_i(\bar{u}_i, y_i) \triangleq \varepsilon_i^{-1}s_i(u_i, y_i) = \bar{u}_i y_i - \gamma_i^2,
\]
so that each subsystem has identical supply rate given by
\[
\bar{X}_i = \begin{bmatrix} 0 & 1/2 \\ 1/2 & -1 \end{bmatrix} \tag{7.17}
\]
and the parameters $\varepsilon_i$ are absorbed into the interconnection equation $\bar{u} = \bar{M}y$ where $\bar{M}$ is specified in (7.19) below.

Next we note that a transformation of the form (7.12) with diagonal entries
\[
d_1 = 1, \quad d_i = d_{i-1} \frac{\delta_i}{\varepsilon_i r} \quad i = 2, \ldots, N, \quad r \triangleq \left( \frac{\delta_1 \cdots \delta_N}{\varepsilon_1 \cdots \varepsilon_N} \right)^{1/N} \tag{7.18}
\]
endows the interconnection with rotational symmetry:
\[
\bar{M} = \begin{bmatrix} 0 & \cdots & 0 & \frac{\delta_1}{\varepsilon_1} \\ \frac{\delta_2}{\varepsilon_2} & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \frac{\delta_N}{\varepsilon_N} & 0 \end{bmatrix} \quad \hat{M} = D^{-1} \bar{M} D = \begin{bmatrix} 0 & \cdots & 0 & r \\ r & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & r \end{bmatrix}. \tag{7.19}
\]
Thus the entire set \( \{1, \cdots, N\} \) is a single orbit under the automorphism group of \( \hat{M} \).

By Proposition 7.1 the feasibility of the LMI (2.8) is equivalent to that of (7.13), and by Theorem 7.1 taking equal weights \( \hat{p}_1 = \cdots = \hat{p}_N \), say \( = 1 \), does not restrict feasibility. Substituting
\[
X(\tilde{X}_1, \cdots, \tilde{X}_N) = \begin{bmatrix} 0 & I \\ 1/2 & I \end{bmatrix}
\]
(7.20)
in (7.13) we get the following necessary and sufficient feasibility condition for (2.8):
\[
\frac{1}{2} \hat{M} + \frac{1}{2} \hat{M}^* - I \leq 0.
\]
(7.21)

Note that (7.21) defines a circulant matrix whose first row is
\[
\begin{bmatrix} -1 & 1 & 0 & \cdots & 0 \\ 1/2 & r^* & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 1/2 & r \end{bmatrix}
\]
(7.22)
and the subsequent rows are obtained by shifting the entries to the right with a wrap around from the \( N \)th entry to the first. The eigenvalues of circulant matrices are the discrete Fourier transform coefficients of the first row [17] which, for (7.22), are
\[
\lambda_k = -1 + \frac{1}{2} r^* e^{-j \frac{2\pi}{N} k} + \frac{1}{2} re^{j \frac{2\pi}{N} k} \quad k = 1, \cdots, N.
\]
(7.23)

Following the definition of \( r \) in (7.18) we substitute \( r = \left| r \right| e^{j \pi/N} \) when \( \delta_1 \cdots \delta_N < 0 \), and \( r = \left| r \right| \) when \( \delta_1 \cdots \delta_N \geq 0 \), obtaining
\[
\lambda_k = \begin{cases} 
-1 + \left| r \right| \cos \left( \frac{\pi}{N} + \frac{2\pi}{N} k \right) & \text{when } \delta_1 \cdots \delta_N < 0 \\
-1 + \left| r \right| \cos \left( \frac{2\pi}{N} k \right) & \text{when } \delta_1 \cdots \delta_N \geq 0.
\end{cases}
\]
(7.24)

Since \( \lambda_k \leq \lambda_N, k = 1 \cdots, N - 1 \), (7.21) is equivalent to \( \lambda_N \leq 0 \), that is
\[
\left| r \right| \leq \begin{cases} 
\sec \left( \pi/N \right) & \text{when } \delta_1 \cdots \delta_N < 0 \\
1 & \text{when } \delta_1 \cdots \delta_N \geq 0.
\end{cases}
\]
(7.25)

We summarize the result in the following proposition which recovers (2.14) when \( \delta_1 \cdots \delta_N = -1 \) as in (2.13).

**Proposition 7.2.** Consider systems with supply rates \( s_i(u_i, y_i) = u_i y_i - \varepsilon_i y_i^2 \), \( \varepsilon_i > 0, i = 1, \cdots, N \), interconnected according to (7.16). There exist \( p_i > 0, i = 1, \cdots, N \), satisfying the stability criterion (2.8) if and only if
\[
\left| r \right|^N = \frac{\left| \delta_1 \cdots \delta_N \right|}{\varepsilon_1 \cdots \varepsilon_N} \leq \begin{cases} 
\sec \left( \pi/N \right) & \text{when } \delta_1 \cdots \delta_N < 0 \\
1 & \text{when } \delta_1 \cdots \delta_N \geq 0.
\end{cases}
\]
(7.26)
7.3 Reduction for Performance Certification

We now consider the interconnection in Figure 5.1 with disturbance \( d \in \mathbb{R}^m \), performance output \( e \in \mathbb{R}^p \), and input and output vectors \( u \in \mathbb{R}^N \), \( y \in \mathbb{R}^N \) for the concatenation of \( N \) single input single output systems. The interconnection matrix is

\[
\mathcal{M} = \begin{bmatrix}
M_{uy} & M_{ud} \\
M_{ey} & M_{ed}
\end{bmatrix}
\quad (7.27)
\]

with blocks \( M_{uy} \in \mathbb{R}^{N \times N} \), \( M_{ud} \in \mathbb{R}^{N \times m} \), \( M_{ey} \in \mathbb{R}^{p \times N} \), \( M_{ed} \in \mathbb{R}^{p \times m} \).

We generalize the notion of automorphism in Section 7.1 as follows:

**Definition 7.1.** The triplet \((R, R_d, R_e)\) of permutation matrices \( R \in \mathbb{R}^{N \times N} \), \( R_d \in \mathbb{R}^{m \times m} \), \( R_e \in \mathbb{R}^{p \times p} \) is an automorphism of \( \mathcal{M} \) if

\[
\mathcal{M} \begin{bmatrix} R & 0 \\ 0 & R_d \end{bmatrix} = \begin{bmatrix} R & 0 \\ 0 & R_e \end{bmatrix} \mathcal{M}. \quad (7.28)
\]

This definition encompasses the one in Section 7.1 because (7.28) implies \( R M_{uy} = M_{uy} R \) where \( M_{uy} \) plays the role of \( M \) in (7.1). However, we now ask that the permutation \( R \) be matched with a simultaneous permutation \( R_d \) of disturbances and \( R_e \) of performance variables that together leave the interconnection invariant. An example is shown in Figure 7.2 (left) where \( M_{uy} \) has the form of \( \hat{M} \) in (7.19).

\[
M_{ey} = M_{id}^T = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad M_{ed} = 0. \quad (7.29)
\]

All permutations \( R \) that rotate the nodes 1, \( \cdots \), 6 satisfy \( R M_{uy} = M_{uy} R \). However, only rotation by three nodes, matched with a simultaneous permutation of \( d_1 \) with \( d_2 \) and \( e_1 \) with \( e_2 \), leaves the interconnection unchanged (right).

![Fig. 7.2 An automorphism \((R, R_d, R_e)\) where \( R \) rotates the nodes 1, \( \cdots \), 6 by three, \( R_d \) permutes \( d_1 \) with \( d_2 \), and \( R_e \) permutes \( e_1 \) with \( e_2 \). The interconnection is unchanged as shown on the right.](image-url)
The set of all automorphisms defines the automorphism group $\text{Aut}(\mathcal{M})$ and the orbit of node $i \in \{1, \cdots, N\}$ under this group is

$$O_i = \{ j \in \{1, \cdots, N\} \mid R_{q_i} = q_j \text{ for some } (R, R_d, R_e) \in \text{Aut}(\mathcal{M}) \}.$$  (7.30)

As before, the orbits partition $\{1, \cdots, N\}$ into equivalence classes with the relation $i \sim j$ indicating $j \in O_i$. The orbits in Figure 7.2 are $\{1, 4\}$, $\{2, 5\}$, and $\{3, 6\}$.

We propose a reduction of the decision variables in the performance test (5.6) that mimics the reduction suggested in Theorem 7.1 for the stability test (2.8). For this extension we stipulate that the performance supply rate

$$W \left[ \begin{array}{cc} R_d & 0 \\ 0 & R_e \end{array} \right] = W \left[ \begin{array}{cc} R_d & 0 \\ 0 & R_e \end{array} \right] \text{ for all } (R, R_d, R_e) \in \text{Aut}(\mathcal{M}).$$  (7.32)

For the example of Figure 7.2, the $L_2$ gain supply rate $\gamma_1^2 d_1^2 + \gamma_2^2 d_2^2 - e_1^2 - e_2^2$ satisfies this condition if $\gamma_1 = \gamma_2$.

If the performance criterion satisfies this condition and the subsystems on the same orbit have identical supply rates, then taking identical weights $p_i = p_j$ for $i \sim j$ does not change the feasibility of the performance test (5.6). Thus we can apply this test with one decision variable per orbit.

**Theorem 7.2.** Suppose $X_1, \cdots, X_N$ satisfy $X_i = X_j$ when $i \sim j$ and $W$ satisfies (7.32). If (5.6) holds with weights $p_i$, $i = 1, \cdots, N$, then it also holds with

$$\tilde{p}_i = \frac{1}{|O_i|} \sum_{j \in O_i} p_j \quad i = 1, \cdots, N$$  (7.33)

where $|O_i|$ is the number of elements in (7.30). In particular, $\tilde{p}_i = \tilde{p}_j$ for $i \sim j$.

The proof is provided in [47] and follows closely the proof of Theorem 7.1 above. Similarly an extension of Proposition 7.1 guarantees that the feasibility of the performance test (5.6) is unchanged under the transformation

$$\left[ \begin{array}{cc} M_{ay} & M_{ad} \\ M_{ey} & M_{ed} \end{array} \right] = \left[ \begin{array}{cc} D^{-1} & 0 \\ 0 & D_e^{-1} \end{array} \right] \left[ \begin{array}{cc} M_{ay} & M_{ad} \\ M_{ey} & M_{ed} \end{array} \right] \left[ \begin{array}{cc} D & 0 \\ 0 & D_d \end{array} \right] \quad W^{*} = \left[ \begin{array}{cc} D_d & 0 \\ 0 & D_e \end{array} \right] W \left[ \begin{array}{cc} D & 0 \\ 0 & D_e \end{array} \right]$$

where $D \in \mathbb{C}^{N \times N}$, $D_e \in \mathbb{C}^{p \times p}$, $D_d \in \mathbb{C}^{m \times m}$ are diagonal and invertible. Such transformations are useful for generating symmetries that can then be used for a reduction in the number of decision variables. The computational benefits of the symmetry reduction above are studied in detail in [47].
Finally we note that incorporating the symmetry reduction in the ADMM algorithm in Section 6.2 is possible with minor modifications. In this case we do not assume that subsystems on the same orbit have identical supply rates, but rather enforce this condition. The minimization in the $Z$ update is performed subject to the constraint $Z_i = Z_j$ for $i \sim j$; the $X$ and $S$ updates remain the same. The algorithm is terminated after the $Z$ update if $Z_1, \ldots, Z_N$ satisfy the local constraints (6.5).
Chapter 8
Dissipativity with Dynamic Supply Rates

8.1 Generalizing the Notion of Dissipativity

We now define a generalized notion of dissipativity that incorporates more information about a dynamical system than the standard form in Chapter 1. For this generalization we augment the model (1.1)-(1.2) with a stable linear system

\[
\frac{d}{dt} \eta(t) = A \eta(t) + B \begin{bmatrix} u(t) \\ y(t) \end{bmatrix} \quad \eta(t) \in \mathbb{R}^n
\]

\[
z(t) = C \eta(t) + D \begin{bmatrix} u(t) \\ y(t) \end{bmatrix} \quad z(t) \in \mathbb{R}^p
\]

(8.1)
(8.2)

that serves as a virtual filter for the inputs and outputs. The dimensions of \( \eta \) and \( z \) as well as the choice of \( A, B, C, D \) depend on the dynamical properties of the system (1.1)-(1.2) one would like to capture.

**Definition 8.1.** The system (1.1)-(1.2) is dissipative with respect to the dynamic supply rate \( z^T X z \) where \( z \) is the output of the auxiliary system (8.1)-(8.2) and \( X \) is a real symmetric matrix if there exists a storage function \( V: \mathbb{R}^n \times \mathbb{R}^n' \rightarrow \mathbb{R} \) such that \( V(0,0) = 0 \), \( V(x, \eta) \geq 0 \ \forall x, \eta \), and

\[
V(x(\tau), \eta(\tau)) - V(x(0), \eta(0)) \leq \int_0^\tau z(t)^T X z(t) dt
\]

(8.3)

for every input signal \( u(\cdot) \) and every \( \tau \geq 0 \) in the interval of existence of the solution \( x(t) \).

The standard form of dissipativity with a quadratic supply rate is a special case with \( D = I \) and \( C = 0 \), that is

\[
z = \begin{bmatrix} u \\ y \end{bmatrix}.
\]
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For a continuously differentiable storage function $V(x,\eta)$, (8.3) is equivalent to
\[
\nabla_x V(x,\eta)^T f(x,u) + \nabla_\eta V(x,\eta)^T \left( A\eta + B \begin{bmatrix} u \\ h(x,u) \end{bmatrix} \right) \leq \left( C\eta + D \begin{bmatrix} u \\ h(x,u) \end{bmatrix} \right)^T X \left( C\eta + D \begin{bmatrix} u \\ h(x,u) \end{bmatrix} \right) \forall x \in \mathbb{R}^n, \eta \in \mathbb{R}^{n'}, u \in \mathbb{R}^m.
\]

Example 8.1. The scalar system
\[
\frac{dx(t)}{dt} = -\alpha x(t) + u(t) \quad \alpha > 0, \quad y(t) = \gamma x(t) \quad \gamma > 0,
\]
is dissipative with supply rate $z^T \begin{bmatrix} 0 & 1/2 \\ 1/2 & -\varepsilon \end{bmatrix} z$ for some $\varepsilon > 0$ when $z$ is generated by
\[
\frac{d\eta(t)}{dt} = -\eta(t) + u(t)
\]
\[
z(t) = \begin{bmatrix} -\beta \eta(t) + u(t) \\ y(t) \end{bmatrix} \quad \beta < \min\{\alpha, 1\}.
\]

The proof follows by showing output strict passivity of the $(x,\eta)$ system with input $\tilde{u} = -\beta \eta + u$ and output $y = \gamma x$. When $\alpha \neq 1$ the new variables $\chi_1 = \frac{T}{1-\alpha}(x-\eta)$, $\chi_2 = \frac{T}{1-\alpha}(-\alpha x + \eta)$ satisfy
\[
\frac{d}{dt} \begin{bmatrix} \chi_1(t) \\ \chi_2(t) \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -\alpha(1-\beta) - (1+\alpha-\beta) & 1 \end{bmatrix} \begin{bmatrix} \chi_1(t) \\ \chi_2(t) \end{bmatrix} + \begin{bmatrix} 0 \\ \gamma \end{bmatrix} \tilde{u}(t)
\]
\[
y(t) = \begin{bmatrix} 1 & 1 \end{bmatrix} \begin{bmatrix} \chi_1(t) \\ \chi_2(t) \end{bmatrix}
\]
which is of the form in Example 1.3 with $\ell = \alpha(1-\beta)$, $k = 1 + \alpha - \beta$, and $\mu = 1$. Since $\beta < \min\{\alpha, 1\}$ we have $\ell > 0$ and $k > \mu > 0$; thus, from Example 1.3, the augmented $(x,\eta)$ system is output strictly passive. When $\alpha = 1$, the augmented
system cannot be brought to the form of Example 1.3 but can again be shown to be output strictly passive by showing the existence of a $P > 0$ satisfying (1.25).

Note that the choice $\beta = 0$ in (8.7) implies the output strict passivity of (8.5); the full class of filters with $\beta < \min \{ \alpha, 1 \}$ provides a more detailed description of the input/output behavior of (8.5).

Example 8.2. The previous example derived a class of filters that preserve an existing passivity property. In this example we characterize filters that attain passivity when combined with a system that lacks this property.

Consider the model

$$
\frac{dx_1(t)}{dt} = x_2(t) \\
\frac{dx_2(t)}{dt} = -x_1(t) - kx_2(t) + u(t) \quad k \in (0, 1) \\
y(t) = x_1(t) + x_2(t)
$$

which violates the necessary condition for passivity in Example 1.3 because $k < 1$.

We introduce the filter

$$
\frac{d\eta(t)}{dt} = -\eta(t) + y(t) \\
\hat{y}(t) = -\beta \eta(t) + y(t)
$$

and combine with the system equations above using the new variable $\chi_3 = \eta - x_1$:

$$
\frac{dx_1(t)}{dt} = x_2(t) \\
\frac{dx_2(t)}{dt} = -x_1(t) - kx_2(t) + u(t) \quad k \in (0, 1) \\
\frac{d\chi_3(t)}{dt} = -\chi_3(t) \\
\hat{y}(t) = (1 - \beta)x_1(t) + x_2(t) - \beta \chi_3(t).
$$

We then refer to Example 1.4 and examine

$$
A = \begin{bmatrix} 0 & 1 \\ -1 & -k \end{bmatrix} \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \quad C = \begin{bmatrix} (1 - \beta) & 1 \end{bmatrix}
$$

which excludes the uncontrollable $\chi_3$ subsystem.

If we choose $\beta > 1 - k$, it follows from Example 1.3 that there exists $P = P^T > 0$ satisfying (1.25). Then Example 1.4 implies that there exists $\hat{P} = \hat{P}^T > 0$ satisfying (1.27), thus certifying passivity of the augmented system (8.13). We conclude that system (8.10) is dissipative with supply rate

$$
z^T \begin{bmatrix} 0 & 1/2 \\ 1/2 & 0 \end{bmatrix} z \quad \text{where} \quad z = \begin{bmatrix} u \\ \hat{y} \end{bmatrix} = \begin{bmatrix} u \\ -\beta \eta + y \end{bmatrix}, \quad \beta > 1 - k.
8.2 Stability of Interconnections

We revisit the interconnection in Figure 2.1 and augment the subsystem models (2.1)-(2.2), \( f_i(0,0) = 0, h_i(0,0) = 0 \), with stable linear systems

\[
\frac{d}{dt} \eta_i(t) = A_i \eta_i(t) + B_i \begin{bmatrix} u_i(t) \\ y_i(t) \end{bmatrix} \quad \eta_i(t) \in \mathbb{R}^{n_i'} \tag{8.14}
\]

\[
z_i(t) = C_i \eta_i(t) + D_i \begin{bmatrix} u_i(t) \\ y_i(t) \end{bmatrix} \quad z_i(t) \in \mathbb{R}^{p_i'} \tag{8.15}
\]

We then assume each subsystem is dissipative with a positive definite, continuously differentiable storage function \( V_i(\cdot, \cdot) \) and supply rate \( z_i^T X_i z_i \), that is

\[
\nabla_x V_i(x_i, \eta_i) + \nabla_{\eta_i} V_i(x_i, \eta_i)^T \left( A_i \eta_i + B_i \begin{bmatrix} u_i \\ y_i \end{bmatrix} \right) \leq z_i^T X_i z_i. \tag{8.16}
\]

Defining \( A, B, C, D \) to be block diagonal matrices comprised of \( A_i, B_i, C_i, D_i, i = 1, \cdots, N \), we lump (8.14)-(8.15) into a single auxiliary system

\[
\frac{d}{dt} \eta(t) = A \eta(t) + B S \begin{bmatrix} u(t) \\ y(t) \end{bmatrix} = A \eta(t) + B \begin{bmatrix} M^T I \\ I \end{bmatrix} y(t) \tag{8.17}
\]

\[
z(t) = C \eta(t) + D S \begin{bmatrix} u(t) \\ y(t) \end{bmatrix} = C \eta(t) + D \begin{bmatrix} M^T I \\ I \end{bmatrix} y(t) \tag{8.18}
\]

where \( M \) is the interconnection matrix and \( S \) is a permutation matrix such that

\[
S \begin{bmatrix} u_1 \\ \vdots \\ u_N \\ y_1 \\ \vdots \\ y_N \end{bmatrix} = \begin{bmatrix} u_1 \\ \vdots \\ u_N \end{bmatrix}. \tag{8.19}
\]

Next we search for a Lyapunov function of the form

\[
V(x, \eta) = p_1 V_1(x_1, \eta_1) + \cdots + p_N V_N(x_N, \eta_N) + \eta^T Q \eta \tag{8.20}
\]

where \( p_i > 0, i = 1, \cdots, N \), and \( Q = Q^T \succeq 0 \) are decision variables. From (8.16) and (8.17), the derivative of \( V(x, \eta) \) along the system equations is upper bounded by

\[
\begin{bmatrix} z_1^T \\ \vdots \\ z_N^T \end{bmatrix} \begin{bmatrix} p_1 X_1 \\ \vdots \\ p_N X_N \end{bmatrix} + \begin{bmatrix} \eta^T \\ y^T \end{bmatrix} \begin{bmatrix} A^T Q + QA & QBS \\ [M^T I] & S^T B^T Q \end{bmatrix} \begin{bmatrix} \eta \\ y \end{bmatrix} \tag{8.21}
\]
where, upon substitution of (8.18) for \( z \), the first term becomes

\[
\begin{bmatrix}
\eta \\
y
\end{bmatrix}^T \begin{bmatrix}
C & DS \\
M & I
\end{bmatrix}^T \begin{bmatrix}
p_1 X_1 \\
\vdots \\
p_N X_N
\end{bmatrix} \begin{bmatrix}
C & DS \\
M & I
\end{bmatrix} \begin{bmatrix}
\eta \\
y
\end{bmatrix}.
\]

(8.22)

Thus, to certify stability, we search for \( Q = Q^T \geq 0 \) and \( p_i > 0 \) such that

\[
\begin{bmatrix}
A^T Q + QA & QBS \\
M^T S^T B^T Q & 0
\end{bmatrix} + \begin{bmatrix}
C & DS \\
M & I
\end{bmatrix}^T \begin{bmatrix}
p_1 X_1 \\
\vdots \\
p_N X_N
\end{bmatrix} \begin{bmatrix}
C & DS \\
M & I
\end{bmatrix} \leq 0.
\]

(8.23)

**Proposition 8.1.** Consider the interconnected system (2.1)-(2.3) with \( f_i(0,0) = 0, \ h_i(0,0) = 0 \), and suppose each subsystem is dissipative with a positive definite, continuously differentiable storage function \( V_i(\cdot, \cdot) \) satisfying (8.16) for some auxiliary system (8.14)-(8.15). If there exist \( p_i > 0, i = 1, \cdots, N \), and \( Q = Q^T \geq 0 \) such that (8.23) holds then \( x = 0 \) is stable.

This result encompasses Proposition 2.1 as a special case because, when \( Q = 0, C = 0, D = I, (8.23) \) becomes

\[
\begin{bmatrix}
M \\
I
\end{bmatrix}^T S^T \begin{bmatrix}
p_1 X_1 \\
\vdots \\
p_N X_N
\end{bmatrix} S \begin{bmatrix}
M \\
I
\end{bmatrix} = \begin{bmatrix}
M \\
I
\end{bmatrix} X(p_1 X_1, \cdots, p_N X_N) \begin{bmatrix}
M \\
I
\end{bmatrix} \leq 0.
\]

Proposition 8.1 infers the stability of \( x = 0 \) indirectly from the stability of \((x, \eta) = (0,0)\) for the augmented system where the \( x \) subsystem evolves independently and drives the virtual \( \eta \) subsystem. It may appear circuitous to analyze the augmented system rather than search directly for a Lyapunov function \( V(x, \eta) \) in (8.20). However, the advantage of \( V(x, \eta) \) in (8.20) is its separability in \( x_i \) which allows for a compositional construction of this function. Indeed the following example shows that a separable Lyapunov function \( V(x, \eta) \) may not exist when a separable \( V(x, \eta) \) as in (8.20) does.

**Example 8.3.** Suppose system (8.10) in Example 8.2 with \( k = 0.5 \) is interconnected in negative feedback with the system (8.5) in Example 8.1 with \( \alpha = 0.6 \) and \( \gamma = 6 \).

Relabeling \( x \) in Example 8.1 as \( x_3 \), we write the composite system as

\[
\begin{aligned}
\frac{dx_1(t)}{dt} &= x_2(t) \\
\frac{dx_2(t)}{dt} &= -x_1(t) - 0.5x_2(t) - 6x_3(t) \\
\frac{dx_3(t)}{dt} &= x_1(t) + x_2(t) - 0.6x_3(t)
\end{aligned}
\]

(8.24)
which, as we show in Appendix C, does not admit a block separable Lyapunov function $V_1(x_1, x_2) + V_2(x_3)$.

In contrast, we here show that a Lyapunov function of the form

$$V_1(x_1, x_2, \eta_1) + V_2(x_3, \eta_2) + \eta^T Q \eta$$  \hspace{1cm} (8.25)

exists where $\eta_1$ is the state of (8.11) and $\eta_2$ is the state of (8.6). Likewise we denote with $u_1, y_1$ and $z_1$ the respective variables in Example 8.2 and by $u_2, y_2$ and $z_2$ those in Example 8.1, and note that the interconnection matrix is

$$M = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.$$  

We select $\beta \in (0.5, 0.6)$ so that condition $\beta > 1 - k$ in Example 8.2 and $\beta < \min\{\alpha, 1\}$ in Example 8.1 are satisfied. Thus, there exist quadratic positive definite storage functions $V_1(x_1, x_2, \eta_1)$ and $V_2(x_3, \eta_2)$ satisfying (8.16) with, respectively,

$$X_1 = \begin{bmatrix} 0 & 1/2 \\ 1/2 & 0 \end{bmatrix} \text{ and } X_2 = \begin{bmatrix} 0 & 1/2 \\ 1/2 & -1 \end{bmatrix}, \quad \varepsilon > 0.$$  

Next we form the matrices in (8.17)-(8.18):

$$A = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} \quad BS \begin{bmatrix} M \\ I \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad C = \begin{bmatrix} 0 & 0 & -\beta \\ 0 & -\beta & 0 \end{bmatrix} \quad DS \begin{bmatrix} M \\ I \end{bmatrix} = \begin{bmatrix} 0 & -1 \\ 1 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix},$$

and check the condition (8.23). It is not difficult to show that (8.23) holds with $p_1 = p_2 = 1$ and

$$Q = q \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}, \quad q \geq \frac{\beta^2}{8\varepsilon}$$

thus proving stability with a Lyapunov function of the form (8.25).

### 8.3 Certification of Performance

Now consider the interconnection in Figure 5.1 with exogenous input $d$ and performance output $e$, and introduce a stable linear system

$$\frac{d}{dt} \eta_{N+1}(t) = A_{N+1} \eta_{N+1}(t) + B_{N+1} \begin{bmatrix} d(t) \\ e(t) \end{bmatrix}, \quad \eta_{N+1}(t) \in \mathbb{R}^{n_{N+1}}$$  \hspace{1cm} (8.26)

$$z_{N+1}(t) = C_{N+1} \eta_{N+1}(t) + D_{N+1} \begin{bmatrix} d(t) \\ e(t) \end{bmatrix}, \quad z_{N+1}(t) \in \mathbb{R}^{p_{N+1}}$$  \hspace{1cm} (8.27)

that serves as a virtual filter for $d$ and $e$. 
The goal is now to certify that the interconnected system is dissipative with respect to the dynamic supply rate

\[ z_{N+1}^T W z_{N+1} \]  (8.28)

where \( z_{N+1} \) is the output of (8.26)-(8.27) and \( W \) is a symmetric matrix. The choice of \( W \) and \( A_{N+1}, B_{N+1}, C_{N+1}, D_{N+1} \) of (8.26)-(8.27) dictate the performance criterion to be certified for the interconnected system.

We assume each subsystem is dissipative with a positive semidefinite, continuously differentiable storage function \( V_i(\cdot, \cdot) \) and supply rate \( z_i^T X_i z_i \), satisfying (8.16).

We define \( A, B, C, D \) to be block diagonal matrices comprised of \( A_i, B_i, C_i, D_i, i = 1, \cdots, N+1 \). Similarly to the stability certification, we lump (8.14)-(8.15) and (8.26)-(8.27) into a single auxiliary system

\[
\begin{align*}
\frac{d}{dt} \eta(t) &= A \eta(t) + B \begin{bmatrix} u(t) \\ e(t) \\ y(t) \\ d(t) \end{bmatrix} = A \eta(t) + B S \begin{bmatrix} M \\ I \end{bmatrix} \begin{bmatrix} y(t) \\ d(t) \end{bmatrix} \\
z(t) &= C \eta(t) + D S \begin{bmatrix} M \\ I \end{bmatrix} \begin{bmatrix} y(t) \\ d(t) \end{bmatrix}
\end{align*}
\]  (8.29)  (8.30)

where \( M \) is the interconnection matrix (5.1) and \( S \) is a permutation matrix such that

\[
S = \begin{bmatrix}
  u_1 & \cdots & u_N \\
  y_1 & \cdots & y_N \\
  e & \cdots & d
\end{bmatrix}.
\]  (8.31)

Next we search for a storage function of the form (8.20) where \( p_i \geq 0, i = 1, \cdots, N \) and \( Q = Q^T \geq 0 \) are decision variables. The derivative of \( V(x, \eta) \) along the system equations is upper bounded by the supply rate \( z_{N+1}^T W z_{N+1} \) if

\[
\begin{align*}
&\begin{bmatrix} A^T Q + QA & QB S \begin{bmatrix} M \\ I \end{bmatrix} \\ M^T S B^T Q & 0 \end{bmatrix} + C D S \begin{bmatrix} M \\ I \end{bmatrix} \begin{bmatrix} p_1 X_1 \\ \vdots \\ p_N X_N \end{bmatrix} \begin{bmatrix} p_1 X_1 \\ \vdots \\ p_N X_N \end{bmatrix} \begin{bmatrix} M \\ I \end{bmatrix} \leq 0.
\end{align*}
\]  (8.32)
Proposition 8.2. Consider the subsystems (2.1)-(2.2) with \( f_i(0,0) = 0 \), \( h_i(0,0) = 0 \) interconnected by (5.1). Suppose each subsystem is dissipative with a positive semidefinite, continuously differentiable storage function \( V_i(\cdot, \cdot) \) satisfying (8.16) for some auxiliary system (8.14)-(8.15). If there exist \( p_i \geq 0, i = 1, \cdots, N \), and \( Q = Q^T \geq 0 \) such that (8.32) holds then the system is dissipative with respect to the dynamic supply rate (8.28).

8.4 Search for Dynamic Supply Rates

In Section 6.2 the ADMM algorithm was used to search for feasible subsystem dissipativity properties certifying stability or performance. We can also use this method when the subsystem properties are described by dynamic supply rates [35].

For each subsystem the auxiliary system (8.14)-(8.15) is fixed and the matrices \( X_1, \ldots, X_N \) in (8.23) or (8.32) are decision variables where each \( X_i \) must satisfy the local constraint (8.16). Since each \( X_i \) is a decision variable we can drop the scaling weights \( p_i \) from (8.23) and (8.32). Thus, for performance certification the global constraint becomes

\[
\begin{bmatrix}
A^T Q + QA & QBS \begin{bmatrix} M \\ I \end{bmatrix} \\
\begin{bmatrix} M \\ I \end{bmatrix}^T S^T B^T Q & 0
\end{bmatrix}
+ \begin{bmatrix}
C \\
0
\end{bmatrix}
\begin{bmatrix}
D \\
0
\end{bmatrix}
\begin{bmatrix}
X_1 \\
\vdots \\
X_N
\end{bmatrix}
+ \begin{bmatrix}
X_1 \\
\vdots \\
X_N
\end{bmatrix}
\begin{bmatrix}
C \\
0
\end{bmatrix}
\begin{bmatrix} M \\ I \end{bmatrix}
\leq 0
\]

(8.33)

and the ADMM algorithm takes the following form.

**X-updates:** For each \( i \), solve the local problem

\[
X_i^{k+1} = \arg \min_{X_i \text{ s.t. (8.16)}} \|X_i - Z_i^k + S_i^k\|_F^2
\]

where \( \| \cdot \|_F \) represents the Frobenius norm.

**Z-update:** If \( X_1^{k+1}, \cdots, X_N^{k+1} \) satisfy (8.33), then terminate. Otherwise, solve the global problem

\[
Z_{1:N}^{k+1} = \arg \min_{(Z_1, \cdots, Z_N) \text{ s.t. (8.33)}} \sum_{i=1}^N \|X_i^{k+1} - Z_i + S_i^k\|_F^2
\]

**S-updates:** Update \( S_i \) by

\[
S_i^{k+1} = X_i^{k+1} - Z_i^{k+1} + S_i^k
\]

and return to the X-updates.
For stability certification we replace (8.33) by (8.23), again with the weights $p_i$ dropped. An extension of the symmetry reduction techniques in Chapter 7 to dynamic supply rates is pursued in [47].

### 8.5 EID with Dynamic Supply Rates

Consider the system (3.3)-(3.4) and suppose there exists a set $\mathcal{X} \subset \mathbb{R}^n$ where, for every $\bar{x} \in \mathcal{X}$, there exists unique $\bar{u} \in \mathbb{R}^m$ satisfying $f(\bar{x}, \bar{u}) = 0$. We append to this system the stable linear system (8.1)-(8.2) where all eigenvalues of $A$ have negative real parts. Thus $A$ is invertible and there exists a unique $\bar{\eta}$ such that

$$A\bar{\eta} + B \begin{bmatrix} \bar{u} \\ \bar{y} \end{bmatrix} = 0$$

(8.34)

where $\bar{y} \triangleq h(\bar{x}, \bar{u})$. Likewise we define

$$\bar{z} = C\bar{\eta} + D \begin{bmatrix} \bar{u} \\ \bar{y} \end{bmatrix},$$

(8.35)

and note that $\bar{u}, \bar{y}, \bar{\eta}, \text{and} \bar{z}$ are functions of $\bar{x}$.

#### Definition 8.2.

We say that the system (3.3)-(3.4) is **equilibrium independent dissipative (EID)** with the dynamic supply rate $\bar{z}^T X \bar{z}$ where $\bar{z}$ is the output of (8.1)-(8.2) and $X$ is a real symmetric matrix if there exists a storage function $V : \mathbb{R}^n \times \mathbb{R}^n' \times \mathcal{X} \times \mathbb{R}^n \rightarrow \mathbb{R}$ such that $V(\bar{x}, \bar{\eta}, \bar{x}, \bar{\eta}) = 0$, $V(x, \eta, \bar{x}, \bar{\eta}) \geq 0$ for all $(x, \eta, \bar{x}, \bar{\eta}) \in \mathbb{R}^n \times \mathbb{R}^n' \times \mathcal{X} \times \mathbb{R}^n$, and

$$\nabla_x V(x, \eta, \bar{x}, \bar{\eta})^T f(x, u) + \nabla_\eta V(x, \eta, \bar{x}, \bar{\eta})^T \left( A\eta + B \begin{bmatrix} \bar{u} \\ \bar{y} \end{bmatrix} \right) \leq (\bar{z} - \bar{z})^T X(\bar{z} - \bar{z})$$

(8.36)

for all $(x, \eta, \bar{x}, u) \in \mathbb{R}^n \times \mathbb{R}^n' \times \mathcal{X} \times \mathbb{R}^m$ where $\bar{\eta}, \bar{z}$ are as in (8.34)-(8.35).

Proposition (8.1) and (8.2) can be easily generalized to interconnections of EID systems with dynamic supply rates. In this case the stability (8.23) and performance (8.32) criteria are the same, but guarantee negativity of a quadratic inequality in the shifted equilibrium points as in (5.11). Furthermore, the ADMM algorithm can be used by modifying the $X$-updates to certify EID with respect to a dynamic supply rate for each subsystem.
Chapter 9
Comparison to Other Input/Output Approaches

Throughout the book we employed a state space approach with the help of the dissipativity concept, generalized in Chapter 8 to dynamic supply rates. In this final chapter we make connections to other input/output approaches that treat dynamical systems as operators mapping inputs to outputs in function spaces. We start with the classical techniques summarized in [18, 64], and next relate the dynamic supply rates of Chapter 8 to integral quadratic constraints (IQC) introduced in [34]. We conclude by pointing to further results that are complementary to those presented in the book.

9.1 The Classical Input/Output Theory

Consider a dynamical system where inputs $u(\cdot)$, assumed to have the property that $\int_0^\tau |u(t)|^2 dt$ is finite for all $\tau \geq 0$, generate outputs $y(\cdot)$ satisfying

$$\int_0^\tau \begin{bmatrix} u(t) \\ y(t) \end{bmatrix}^T X \begin{bmatrix} u(t) \\ y(t) \end{bmatrix} dt \geq 0 \quad \forall \tau \geq 0. \quad (9.1)$$

Note that this property follows from dissipativity (Definition 1.1) with supply rate

$$s(u, y) = \begin{bmatrix} u \\ y \end{bmatrix}^T X \begin{bmatrix} u \\ y \end{bmatrix}$$

when $x(0) = 0$. However, in this section we do not make explicit use of a state model and, thus, do not rely on a storage function. Instead we take (9.1) as a standalone property as in the classical input/output approach [18], extended to large scale interconnections in [64].

Now consider the interconnection in Figure 5.1 with exogenous input $d$ and performance output $e$, and suppose each subsystem, $i = 1, \cdots, N$, satisfies
Assuming that \( \int_0^\tau |d(t)|^2 dt \) is finite for all \( \tau \geq 0 \) and that the interconnection admits a solution for all \( t \geq 0 \), we derive an analog of Proposition 5.1 for performance certification without relying on storage functions.

Recall that the main condition of Proposition 5.1 was

\[
\begin{bmatrix}
M_{uy} & M_{uy} \\
I & 0 \\
0 & I \\
M_{ey} & M_{ed}
\end{bmatrix}^T
\begin{bmatrix}
X(p_1X_1, \cdots, p_NX_N) & 0 \\
0 & -W
\end{bmatrix}
\begin{bmatrix}
M_{uy} & M_{uy} \\
I & 0 \\
0 & I \\
M_{ey} & M_{ed}
\end{bmatrix} \leq 0,
\tag{9.3}
\]

which guaranteed

\[
\begin{bmatrix}
u \\
y \\
d \\
e
\end{bmatrix}^T
\begin{bmatrix}
X(p_1X_1, \cdots, p_NX_N) & 0 \\
0 & -W
\end{bmatrix}\begin{bmatrix}
u \\
y \\
d \\
e
\end{bmatrix} \leq 0.
\tag{9.4}
\]

It follows from this inequality that

\[
\int_0^\tau d(t) \begin{bmatrix}
X(p_1X_1, \cdots, p_NX_N) & 0 \\
0 & -W
\end{bmatrix} d(t) dt \geq \int_0^\tau \begin{bmatrix}
u \\
y \\
d \\
e
\end{bmatrix} \begin{bmatrix}
u \\
y \\
d \\
e
\end{bmatrix} dt = \int_0^\tau \left\{ \sum_{i=1}^N p_i \begin{bmatrix} u_i(t) \\ y_i(t) \end{bmatrix}^T X_i \begin{bmatrix} u_i(t) \\ y_i(t) \end{bmatrix} \right\} dt.
\tag{9.5}
\]

Since \( p_i \geq 0 \), we concluded from (9.2) that (9.5) is nonnegative; that is,

\[
\int_0^\tau \begin{bmatrix} d(t) \\ e(t) \end{bmatrix}^T W \begin{bmatrix} d(t) \\ e(t) \end{bmatrix} dt \geq 0 \quad \forall \tau \geq 0,
\tag{9.6}
\]

establishing the desired performance property of the interconnection.

In the absence of a state model Lyapunov stability concepts are not applicable; therefore a direct analog of Proposition 2.1 is not possible. However, when condition (2.8) of this proposition holds with strict inequality, that is

\[
\begin{bmatrix}
M_{uy} \\
I
\end{bmatrix}^T X(p_1X_1, \cdots, p_NX_N) \begin{bmatrix}
M_{uy} \\
I
\end{bmatrix} < 0,
\tag{9.7}
\]

an \( L_2 \) stability property is guaranteed where \( d(\cdot) \) being an \( L_2 \) signal (\( \int_0^\infty |d(t)|^2 dt < \infty \)) guarantees \( e(\cdot) \) to be \( L_2 \) as well. To see this let

\[
W = \begin{bmatrix}
\gamma^2 I & 0 \\
0 & -I
\end{bmatrix}.
\tag{9.8}
and note that the upper left, upper right, and lower right blocks of (9.3) are

\[
    \Lambda_{11} \triangleq \begin{bmatrix} M_{uy} & 0 \\ I & 0 \end{bmatrix}^T X(p_1X_1, \cdots, p_NX_N) \begin{bmatrix} M_{uy} \\ I \end{bmatrix} + M_{ey}^T M_{ey} \tag{9.9}
\]

\[
    \Lambda_{12} \triangleq \begin{bmatrix} M_{uy} & 0 \\ I & 0 \end{bmatrix}^T X(p_1X_1, \cdots, p_NX_N) M_{ed} + M_{ey}^T M_{ed} \tag{9.10}
\]

\[
    \Lambda_{22} \triangleq \begin{bmatrix} M_{ud} & 0 \\ 0 & 0 \end{bmatrix}^T X(p_1X_1, \cdots, p_NX_N) \begin{bmatrix} M_{ud} \\ 0 \end{bmatrix} + M_{ed}^T M_{ed} - \gamma^2 I. \tag{9.11}
\]

If (9.7) holds, we can scale all coefficients \( p_i \) by a sufficiently large constant to dominate \( M_{ey}^T M_{ey} \) and ensure \( \Lambda_{11} < 0 \). Next we select \( \gamma > 0 \) large enough to guarantee the Schur complement of \( \Lambda_{11} \), given by \( \Lambda_{22} - \Lambda_{12} \Lambda_{11}^{-1} \Lambda_{12} \), is negative definite. This means that \( \Lambda < 0 \), that is (9.6) holds with (9.8), proving that a finite \( L_2 \) gain exists from \( d \) to \( e \).

Note that the \( L_2 \) stability condition (9.7) does not restrict the matrices \( M_{ey}, M_{ed}, M_{ud} \). In particular the choice \( M_{ey} = I \), that is \( e = y \), shows that the output of each subsystem is \( L_2 \) when \( d(\cdot) \) is \( L_2 \).

Unlike the pure input/output arguments above, in this book we took a state space approach that allowed us to account for initial conditions, to establish Lyapunov stability and safety properties using bounds on the storage functions, and to develop criteria that do not depend on the exact knowledge of the network equilibrium.

### 9.2 Integral Quadratic Constraints (IQC)

In this section we relate dynamic supply rates (Chapter 8) to the frequency domain notion of integral quadratic constraints [34].

**Definition 9.1.** Let \( \hat{u} \) denote the Fourier transform of \( u \in L^m_2 \) and let \( \Pi : \mathbb{R} \to \mathbb{C}^{(m+p) \times (m+p)} \) be a measurable, bounded, Hermitian-valued function. A bounded, causal operator \( G \) mapping \( L^m_2 \) to \( L^p_2 \) is said to satisfy the integral quadratic constraint (IQC) defined by \( \Pi \) if for all \( u \in L^m_2, y = Gu \) satisfies

\[
    \int_{-\infty}^{\infty} \begin{bmatrix} \hat{u}(\omega) \\ \hat{y}(\omega) \end{bmatrix}^* \Pi(\omega) \begin{bmatrix} \hat{u}(\omega) \\ \hat{y}(\omega) \end{bmatrix} d\omega \geq 0. \tag{9.12}
\]

The time domain constraint (9.1) with \( \tau = \infty \) implies the IQC defined by \( \Pi = X \) because, from Parseval’s Theorem (see e.g. [18, Theorem B.2.4]),

\[
    \int_{0}^{\infty} \begin{bmatrix} u(t) \\ y(t) \end{bmatrix}^T X \begin{bmatrix} u(t) \\ y(t) \end{bmatrix} dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{u}(\omega)^* X \hat{y}(\omega) d\omega \geq 0. \tag{9.13}
\]
Likewise, (8.3) with $x(0) = 0$, $\eta(0) = 0$, and $\tau = \infty$ implies
\[
\int_{0}^{\infty} z(t)^T X z(t) dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{z}(\omega)^* X \hat{z}(\omega) d\omega \geq 0. \tag{9.14}
\]
Substituting into (9.14)
\[
\hat{z}(\omega) = \Psi(\omega) \begin{bmatrix} \hat{u}(\omega) \\ \hat{y}(\omega) \end{bmatrix}, \tag{9.15}
\]
which follows from (8.1)-(8.2) with $\Psi(\omega) = D + C(j\omega I - A)^{-1}B$, we obtain
\[
\int_{-\infty}^{\infty} \begin{bmatrix} \hat{u}(\omega) \\ \hat{y}(\omega) \end{bmatrix}^* \Psi(\omega)^* X \Psi(\omega) \begin{bmatrix} \hat{u}(\omega) \\ \hat{y}(\omega) \end{bmatrix} d\omega \geq 0. \tag{9.16}
\]
Thus, the dynamic supply rate in Definition 8.1 leads to an IQC with $\Pi(\omega) = \Psi(\omega)^* X \Psi(\omega)$ where $\Psi(\omega)$ is dictated by the filter (8.1)-(8.2).

Next, consider the concatenation of $N$ subsystems as in Figure 9.1 where each subsystem $G_i$ with input $u_i$ and output $y_i$ satisfies an IQC defined by $\Pi_i$. Then, for any set of coefficients $p_i \geq 0$, we have
\[
\int_{-\infty}^{\infty} \begin{bmatrix} \hat{u}(\omega) \\ \hat{y}(\omega) \end{bmatrix}^* \begin{bmatrix} p_1 \Pi_1(\omega) \\ \vdots \\ p_N \Pi_N(\omega) \end{bmatrix} \begin{bmatrix} \hat{u}(\omega) \\ \hat{y}(\omega) \end{bmatrix} d\omega \geq 0. \tag{9.17}
\]
where $S$ is the permutation matrix defined in (8.19). Thus the combined system satisfies the IQC defined by
\[
\Pi(\omega) = S^T \begin{bmatrix} p_1 \Pi_1(\omega) \\ \vdots \\ p_N \Pi_N(\omega) \end{bmatrix} S = \mathbf{X}(p_1 \Pi_1(\omega), \ldots, p_N \Pi_N(\omega)). \tag{9.18}
\]

Fig. 9.1 Concatenation of subsystems $G_1, \ldots, G_N$ where $u = [u_1^T \ldots u_N^T]^T$ and $y = [y_1^T \ldots y_N^T]^T$. If each subsystem $G_i$ with input $u_i$ and output $y_i$ satisfies an IQC defined by $\Pi_i$, then the combined system satisfies the IQC defined by (9.18) for any set of coefficients $p_i \geq 0$. 

9.3 The IQC Stability Theorem

We now return to the interconnection in Figure 2.1 and relate the stability criterion (8.23) to the frequency domain inequality

\[
\begin{bmatrix}
M^T & 0
\end{bmatrix}
X\left(p_1 \Pi_1(\omega), \ldots, p_N \Pi_N(\omega)\right)
\begin{bmatrix}
M^T & 0
\end{bmatrix} \leq 0 \quad \forall \omega \in \mathbb{R} \quad (9.19)
\]

\[\Pi_i(\omega) = \Psi_i(\omega)^* X_i \Psi_i(\omega) \quad \Psi_i(\omega) = D_i + C_i (j \omega I - A_i)^{-1} B_i.\]

To this end we use (9.18) and rewrite the matrix in (9.19) as

\[
\begin{bmatrix}
M^T & 0
\end{bmatrix}
S^T
\begin{bmatrix}
p_1 \Pi_1(\omega) \\
\vdots \\
p_N \Pi_N(\omega)
\end{bmatrix}
S
\begin{bmatrix}
M^T & 0
\end{bmatrix} = \begin{bmatrix}
M^T & 0
\end{bmatrix}
S^T \Psi(\omega)^* \begin{bmatrix}
p_1 X_1 \\
\vdots \\
p_N X_N
\end{bmatrix} \Psi(\omega) S \begin{bmatrix}
M^T & 0
\end{bmatrix} \quad (9.20)
\]

where

\[
\Psi(\omega) = \begin{bmatrix}
\Psi_1(\omega) \\
\vdots \\
\Psi_N(\omega)
\end{bmatrix} = D + C (j \omega I - A)^{-1} B \quad (9.21)
\]

and \(A, B, C, D\) are block diagonal matrices comprised of \(A_i, B_i, C_i, D_i, i = 1, \ldots, N\). Defining

\[
\overline{B} \triangleq BS \begin{bmatrix}
M^T & 0
\end{bmatrix} \quad \overline{D} \triangleq DS \begin{bmatrix}
M^T & 0
\end{bmatrix} \quad (9.22)
\]

and substituting

\[
\Psi(\omega) S \begin{bmatrix}
M^T & 0
\end{bmatrix} = \overline{D} + C (j \omega I - A)^{-1} \overline{B} \quad (9.23)
\]

in (9.20), we rewrite (9.19) as

\[
\begin{bmatrix}
(j \omega I - A)^{-1} \overline{B} \\
I
\end{bmatrix}^* \begin{bmatrix}
p_1 X_1 \\
\vdots \\
p_N X_N
\end{bmatrix} \begin{bmatrix}
C \overline{D} \\
I
\end{bmatrix} \begin{bmatrix}
(j \omega I - A)^{-1} \overline{B} \\
I
\end{bmatrix} \leq 0. \quad (9.24)
\]

When \(A\) is Hurwitz and \((A, B)\) is controllable, Theorem C.1 in Appendix C states that (9.24) is equivalent to the existence of \(Q = Q^T\) such that

\[
\begin{bmatrix}
A^T Q + QA & Q \overline{B} \\
\overline{B}^T Q & 0
\end{bmatrix} + \begin{bmatrix}
C \overline{D} \\
I
\end{bmatrix} \begin{bmatrix}
p_1 X_1 \\
\vdots \\
p_N X_N
\end{bmatrix} \begin{bmatrix}
C \overline{D} \\
I
\end{bmatrix} \leq 0 \quad (9.25)
\]
which is identical to (8.23). In particular, \( Q \geq 0 \) when the upper left block of the second term on the left hand side is positive semidefinite.

A similar derivation relates the performance criterion (8.32) for the interconnection in Figure 5.1 to the frequency domain condition

\[
\begin{bmatrix}
M_{uy} & M_{ud} \\
I & 0 \\
0 & I \\
M_{ey} & M_{ed}
\end{bmatrix}
\begin{bmatrix}
X(p_1 \Pi_1(\omega), \ldots, p_N \Pi_N(\omega)) \\
0 \\
-P_{w}(\omega)
\end{bmatrix}
\begin{bmatrix}
M_{uy} & M_{ud} \\
I & 0 \\
0 & I \\
M_{ey} & M_{ed}
\end{bmatrix} \leq 0 \quad \forall \omega \in \mathbb{R}
\]

(9.26)

where \( P_{w}(\omega) \) is obtained from the performance supply rate (8.26)-(8.28) by

\[
P_{w}(\omega) = \Psi_{N+1}(\omega)^* W \Psi_{N+1}(\omega) \\
\Psi_{N+1}(\omega) = D_{N+1} + C_{N+1}(j\omega I - A_{N+1})^{-1} B_{N+1}.
\]

For the finite \( L_2 \) gain supply rate \( P_{w}(\omega) = W \) given in (9.8), arguments similar to those in Section 9.1 show that (9.26) holds for sufficiently large \( \gamma \) if, for some \( \mu > 0 \),

\[
\begin{bmatrix}
M_{uy} \\
I
\end{bmatrix}
\begin{bmatrix}
X(p_1 \Pi_1(\omega), \ldots, p_N \Pi_N(\omega)) \\
0
\end{bmatrix}
\begin{bmatrix}
M_{uy} \\
I
\end{bmatrix} \leq -\mu I \quad \forall \omega \in \mathbb{R}
\]

(9.27)

Indeed (9.27) is the main condition of the IQC Stability Theorem \[34\], when adapted to the interconnection in Figure 5.1:

**Theorem 9.1.** Suppose each \( G_i \) is a bounded, causal operator mapping \( L_2^m \) to \( L_2^p \) such that, for every \( \kappa \in [0, 1] \), the interconnection of \( \kappa G_i \) as in Figure 5.1 is well posed and \( \kappa G_i \) satisfies the IQC defined by \( \Pi_i \), \( i = 1, \ldots, N \). Under these conditions, if there exist \( p_i \geq 0 \) and \( \mu > 0 \) satisfying (9.27) then the interconnection for \( \kappa = 1 \) is \( L_2 \) stable.

Although the KYP Lemma (Appendix C) relates frequency domain inequalities such as (9.19), (9.26), (9.27) above to LMIs derived with the dissipativity approach, several technical discrepancies exist between the IQC and dissipativity approaches. First, the KYP Lemma does not guarantee a positive semidefinite solution to the LMI (C.2) whereas semidefiniteness is required in the dissipativity approach. Second, from Parseval’s Theorem, the frequency domain IQC definition (9.12) is equivalent to (9.1) with \( \tau = \infty \) which is less restrictive than dissipativity which implies (9.1) for all \( \tau \geq 0 \).

On the other hand, the IQC Stability Theorem quoted above relies on the extra assumption that the scaled operators \( \kappa G_i \) satisfy the IQC defined by \( \Pi_i \) and that their interconnection remain well posed for \( \kappa \in [0, 1] \). Reconciling the IQC and dissipativity approaches is an active research topic, with partial results reported in \[63, 51\] and the references therein.
9.4 Conclusions and Further Results

In this book we presented a compositional approach to certify desirable properties of an interconnection from dissipativity characteristics of the subsystems. Despite its computational benefits, however, this bottom-up approach may introduce conservatism and understanding the extent of such conservatism is an important topic for further study.

In [35, Theorem 3] we showed that certifying stability and performance of a linear system from dissipativity of its subsystems is no more conservative than searching for separable Lyapunov and storage functions. In Example 8.3 of this book we showed that, by augmenting the dynamics of the subsystems with appropriate filters (i.e. by using dynamic supply rates) we may be able to find separable Lyapunov functions in situations where no separable Lyapunov function exists without such filters. Further connections to separable Lyapunov and storage functions would enable a unified perspective for compositional system analysis.

In this book we primarily employed quadratic supply rates, such as those for passivity and finite $L_2$ gain properties. Another commonly used dissipativity property is input to state stability (ISS) [52] which has been used to derive ISS small gain theorems in [24, 58], extended to large scale interconnections in [15, 16].

A common concern when stability certificates are derived from dissipativity is robustness against sampling and time delays. The degradation of dissipativity under sampling is studied in [30] and the results can be adapted to the interconnections in this book. For robustness against time delays, [56] employed a variant of the IQC stability theorem above. This paper first notes that dissipativity with a static supply rate does not encapsulate time scale information, disallowing stability estimates where the effect of delay depends on its duration relative to the time scales of the dynamics. To overcome this problem, it introduces a complementary “roll off” IQC that is frequency dependent and provides the missing time scale information. It then derives a stability condition that degrades gracefully with the duration of delay.

The dissipativity approach to networks in this book was partially motivated by multiagent systems where bidirectional communication yields a skew symmetric interconnection, as illustrated in Section 4.2. The compatibility of this structure with passivity properties was fully harnessed in [7] to derive distributed and adaptive control techniques. Synchronization problems that arise in multiagent systems and numerous other networks was studied with a related input/output approach in [48].

We restricted our attention to dissipativity properties that are global in the state and input spaces. Local variants and corresponding computational procedures have been pursued in [61, 57]. Finally, a stochastic stability test was developed in [19] that extends the compositional methods in Chapters 2 and 3 to stochastic differential equations.
Appendix A

Sum of Squares (SOS) Programming

Many of the algebraic conditions derived in this book involve an expression that must be nonnegative for all values of the independent variables. For example, dissipativity requires $s(u, h(x, u)) - \nabla V(x)^T f(x, u) \geq 0$ and $V(x) \geq 0$ for all values of $x$ and $u$. Checking this nonnegativity for given $\{f, g, s, V\}$ can be challenging. In the special case that $f$ and $h$ are linear and $V$ and $s$ quadratic, the nonnegativity conditions are simple matrix semidefinite constraints, where the matrices in question are affine functions of the quadratic forms that define $V$ and $s$. When these functions are more general polynomials, other computational tools are needed.

In its basic form, SOS programming is a computationally viable way to verify that real multivariable polynomials are nonnegative. Recall that a monomial is a product of powers of variables with nonnegative integer exponents, for example $m(x) := x_1^2 x_2^3$. The degree of a monomial is the sum of its exponents, so the degree of $m$ is 3. A polynomial is a finite linear combination of monomials, for example

$$q(x_1, x_2) \triangleq x_1^2 - 2x_1x_2^2 + 2x_4^4 + 2x_1^3 x_2 - x_1^2 x_2^2 + 6x_2^4.$$  \hspace{1cm} (A.1)

Let $\mathbb{R}[x]$ denote the set of all polynomials in variables $x \in \mathbb{R}^n$, and let $\theta$ denote the identically zero polynomial. The degree of a polynomial $p$, denoted $\partial(p)$, is the maximum degree of its monomials. In (A.1) above, $\partial(q) = 4$.

**Definition A.1.** A polynomial $p$ is a **sum of squares** (SOS) if there exists polynomials $g_1, \ldots, g_N$ such that $p = \sum_{i=1}^{N} g_i^2$.

Within the set of all polynomials $\mathbb{R}[x]$, let $\Sigma[x]$ denote the set of all SOS polynomials. One trivial, but important fact is if $p \in \Sigma$, then $p$ is nonnegative everywhere, since its value is the sum of squares of values of other polynomials.

The polynomial $q(x_1, x_2)$ in (A.1) is a SOS because it can be expressed as

$$q(x_1, x_2) = (x_1 - x_2^2)^2 + \frac{1}{2} (2x_1^2 - 3x_2^2 + x_1 x_2)^2 + \frac{1}{2} (x_2^2 + 3x_1 x_2)^2.$$
This equality is easy to verify: simply multiply out and match terms. What is less clear is how this decomposition was obtained. Semidefinite programming can ascertain such decompositions, or determine that none is possible.

Let \( z(x) \) be the vector of all monomials in \( n \) variables, of degree \( \leq d \),

\[
z(x) \triangleq [1, x_1, x_2, \ldots, x_n, x_1^2, x_1x_2, \ldots, x_n^d]^T.
\]

Obviously \( z \) depends on \( n \) and \( d \), but the additional notation is suppressed for clarity. The length of \( z \) is

\[
l_{[n,d]} \triangleq \left( \begin{array}{c} n+d \\ d \end{array} \right).
\]

For any polynomial \( p \) with \( \partial(p) \leq d \), there is a unique \( c \in \mathbb{R}^{l_{[n,d]}} \) such that \( p = c^T z \), moreover \( c \) depends linearly on \( p \). Clearly \( c \) contains the coefficients of the monomials in the summation that makes up \( p \).

Other representations of \( p \) are possible. Taking all products of any two elements of \( z \) gives all (with some repetitions) monomials of degree \( \leq 2d \). This leads to the Gram matrix representation.

**Definition A.2.** For every polynomial \( p \) with \( \partial(p) \leq 2d \), there is a symmetric matrix \( Q \in \mathbb{R}^{l_{[n,d]} \times l_{[n,d]}} \) such that \( p(x) = z(x)^T Q z(x) \). This is called a Gram matrix representation of \( p \).

The Gram matrix representation is not unique. For example, take \( n = d = 2 \) so that

\[
z(x) \triangleq [1, x_1, x_2, x_1^2, x_1x_2, x_2^2]^T.
\]

With \( p \triangleq 4x_1^2x_2^2 \), both

\[
Q_1 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad Q_2 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}
\]

give \( p = z^T Q_1 z \). Nevertheless, Gram matrix representations of polynomials play a key role in the sum of squares decomposition [13, 42].

**Theorem A.1.** A polynomial \( p \) with \( \partial(p) \leq 2d \) is SOS if and only if there exists \( Q = Q^T \succeq 0 \) such that \( p(x) = z(x)^T Q z(x) \) for all \( x \in \mathbb{R}^n \), where \( z(x) \) is the vector of all monomials of degree up to \( d \).

**Proof.** It is easy to see that
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$p$ is SOS \iff \exists \text{ polynomials } \{g_i\}_{i=1}^N \text{ such that } p = \sum_{i=1}^N g_i^2$
\iff \exists \text{ vectors } \{L_i\}_{i=1}^N \subset \mathbb{R}^{[n,d]} \text{ such that } p = \sum_{i=1}^N (L_iz)^2
\iff \exists \text{ a matrix } L \in \mathbb{R}^{N \times [n,d]} \text{ such that } p = z^T L^T Lz
\iff \exists \text{ a matrix } Q \succeq 0 \text{ such that } p = z^T Qz.$

In the example, $p = (2x_1x_2)^2$ is a sum of squares and $Q_1 \succeq 0$ (confirming the claim of Theorem A.1), but $Q_2$ is indefinite (illustrating that not all $Q$ satisfying $p = z^T Qz$ certify SOS).

**How can all matrices $Q$ giving $p = z^T Qz$ be parameterized?**

Let $w(x)$ be the vector of all monomials of degree $\leq 2d$. For each $Q = Q^T$ there is a unique $c$ such that $z^T Qz = c^T w$; moreover $c$ is a linear function of $Q$. Hence this association defines a linear mapping $\mathcal{L}$ where $\mathcal{L}(Q) = c$. The domain of $\mathcal{L}$ (the space of symmetric matrices) has dimension $l_{[n,d]}(l_{[n,d]} + 1)/2$, while the range (column vectors) has dimension $l_{[n,2d]}$. Clearly $\mathcal{L}$ has full rank, since any vector $c$ is in the range of $\mathcal{L}$. Therefore, the nullspace of $\mathcal{L}$ has dimension

$$K := \frac{l_{[n,d]}(l_{[n,d]} + 1)}{2} - l_{[n,2d]}$$

and there exist symmetric matrices $\{N_j\}_{j=1}^K$ which form a basis for all $N$ satisfying $z^T Nz = \theta$. Hence if $p = z^T Q_0 z$, then for all $\lambda_j \in \mathbb{R}$, it also follows that

$$z^T (Q_0 + \sum_{j=1}^K \lambda_j N_j) z = p$$

where the freedom in $\lambda$ parametrizes all $Q$ with $p = z^T Qz$.

By way of example, for $n = d = 2$, $l_{[n,d]} = 6$, $l_{[n,2d]} = 15$, so $K = 6$. With $z = [1,x_1,x_2,x_1^2,x_1x_2,x_2^2]^T$, the matrices

$$N_1 = \begin{bmatrix} 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad N_2 = \begin{bmatrix} 0 & 0 & 0 & -10 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$
form the basis described above. For \( q(x_1, x_2) \), a suitable choice for \( Q_0 \) is

\[
Q_0 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Note that \( Q_0 \ngeq 0 \), but \( Q_0 + 6N_6 \succeq 0 \). Moreover,

\[
Q_0 + 6N_6 = \begin{bmatrix}
0 & 1 & 0 & 0 & -1 & 1 \\
0 & 0 & 0 & 2 & 1 & -3 \\
0 & 0 & 0 & 0 & 3 & 1
\end{bmatrix}^T \begin{bmatrix}
1 & 0 \\
0 & \frac{1}{2} \\
0 & \frac{1}{2}
\end{bmatrix} \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 2 & 1 & -3 \\
0 & 0 & 0 & 0 & 3 & 1
\end{bmatrix},
\]

which illustrates the SOS decomposition given earlier.

Summarizing, given \( p \in \mathbb{R}[x] \), there exists a matrix \( Q_0 \) (that depends on \( p \)) and matrices \( \{N_j\}_{j=1}^K \) (these only depend on \( n \) and \( d \), and \( \textit{not} \) on \( p \)) such that

\[
p \text{ is SOS} \iff \exists \lambda \in \mathbb{R}^K \text{ such that } Q_0 + \sum_{j=1}^K \lambda_j N_j \succeq 0
\]

Moreover, if the semidefinite program is infeasible, then the dual variables provide a proof that \( p \) is not SOS.

### From “checking SOS” to “synthesizing an SOS”

Synthesizing an SOS is necessary when searching for a storage function and/or adjusting parameters in a supply rate to establish dissipativity. Suppose \( p_0, p_1, \ldots, p_m \in \mathbb{R}[x] \)
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\[ \mathbb{R}[x], \text{ with } \nabla(p_i) \leq 2d \text{ for all } i = 0, 1, \ldots, m. \text{ Then regardless of } a \in \mathbb{R}^m, \text{ it follows that } \nabla(p_0 + a_1 p_1 + \cdots + a_m p_m) \leq 2d. \text{ The SOS synthesis question is:} \]

**When is there a choice of } a \in \mathbb{R}^m \text{ such that } p_0 + a_1 p_1 + \cdots + a_m p_m \text{ is SOS in } x?**

Applying the ideas established thus far we conclude that there exist matrices \( \{Q_t\}_{t=0}^m \) (each individually dependent on \( p_t \)) and \( \{N_j\}_{j=1}^K \) (dependent only on \( n \) and \( d \)) such that the SOS synthesis is possible if and only if there exist \( a \in \mathbb{R}^m \) and \( \lambda \in \mathbb{R}^K \) satisfying

\[ Q_0 + \sum_{t=1}^m a_t Q_t + \sum_{j=1}^K \lambda_j N_j \succeq 0. \]

An **SOS Program** is an optimization problem that takes this idea one step further, allowing for multiple SOS constraints and a linear objective function. Specifically, a standard form SOS program is given by

**minimize** \( c^T a \)

**subject to**

\[ f_{1,0}(x) + a_1 f_{1,1}(x) + \cdots + a_m f_{1,m}(x) \in \Sigma[x] \]

\[ \vdots \]

\[ f_{W,0}(x) + a_1 f_{W,1}(x) + \cdots + a_m f_{W,m}(x) \in \Sigma[x] \]

where \( c \in \mathbb{R}^m \) and \( \{f_{b,t}\} \in \mathbb{R}[x], 1 \leq b \leq W, 0 \leq t \leq m. \)

Software packages that convert SOS programs to SDPs are available [31, 40, 50]. These packages call available SDP solvers, and then convert the results back to polynomial form.
Appendix B
Semidefinite Programming (SDP)

A semidefinite program (SDP) in inequality form consists of a linear objective subject to a linear matrix inequality (LMI) constraint:

\[
\begin{align*}
\text{minimize} & \quad c^T z \\
\text{subject to} & \quad \sum_{i=1}^{q} z_i A_i - B \succeq 0.
\end{align*}
\]  
(B.1)

The problem data are the vector \( c \in \mathbb{R}^q \) and symmetric matrices \( B \in \mathbb{R}^{r \times r}, A_i \in \mathbb{R}^{r \times r} \).

An alternate formulation is the conic form which consists of a linear objective, linear constraints, and a matrix decision variable constrained to be positive semidefinite:

\[
\begin{align*}
\text{minimize} & \quad \text{Tr}(GX) \\
\text{subject to} & \quad \text{Tr}(F_i X) = e_i \quad \text{for } i = 1, \ldots, m \\
& \quad X \succeq 0.
\end{align*}
\]  
(B.2)

The problem data are the vector \( e \in \mathbb{R}^m \) and symmetric matrices \( G \in \mathbb{R}^{n \times n}, F_i \in \mathbb{R}^{n \times n} \). The LMI and conic forms are equivalent, in the sense that one can be converted into the other by introducing new variables and constraints. For notational simplicity we will refer to the conic form SDP for the remainder of this section.

Standard SDP solvers [3, 55, 59] use primal-dual interior point algorithms. These algorithms have worst-case polynomial complexity [62] but can become computationally intractable for large problems. The computational complexity depends on the number of constraints \( m \), the dimension of the semidefinite cone \( n \), and the structure and sparsity of the problem data.

While most solvers automatically take advantage of the sparsity in the problem data, additional approaches have been developed to exploit further structure in the problem. For SDPs with symmetry in the problem data it was shown in [20] that both the dimension and number of constraints can be reduced. References [29, 33] consider SDPs that have a chordal sparsity pattern in the problem data. This allows
the LMI constraint to be reduced to multiple smaller LMIs without adding conservatism.

Another approach to improving the scalability of SDPs, proposed in [1, 32], is to constrain the decision matrix \( X \) to an inner approximation of the cone of positive semidefinite matrices. Although this introduces conservatism, depending on the approximation, it can improve the computational efficiency significantly. References [1, 32] propose two approximations that achieve this goal: the diagonally-dominant (DD) and scaled diagonally-dominant (SDD) cones of symmetric matrices.

**Definition B.1.** The cone of real symmetric DD matrices with nonnegative diagonal entries is

\[
\mathbb{S}^n_{DD} = \left\{ X = X^T \in \mathbb{R}^{n \times n} : x_{ii} \geq \sum_{j \neq i} |x_{ij}| \text{ for all } i \right\}.
\]

Real symmetric DD matrices with nonnegative diagonal entries are positive semidefinite by Gershgorin’s disc criterion:

**Theorem B.1.** Let \( X \in \mathbb{R}^{n \times n} \) and \( D(x_{ii}, R_i) \) be the closed disc centered at \( x_{ii} \) with radius \( R_i = \sum_{j \neq i} |x_{ij}| \). Every eigenvalue of \( X \) is contained in at least one disc \( D(x_{ii}, R_i) \).

The set of DD matrices is characterized by linear constraints. Therefore, replacing the constraint \( X \succeq 0 \) in B.2 with \( X \in \mathbb{S}^n_{DD} \) gives a linear program (LP).

**Definition B.2.** The cone of symmetric SDD matrices is

\[
\mathbb{S}^n_{SDD} = \left\{ X = X^T \in \mathbb{R}^{n \times n} : \exists \text{ a positive diagonal } S \in \mathbb{R}^{n \times n} \text{ s.t. } SXS \in \mathbb{S}^n_{DD} \right\}.
\]

Clearly \( \mathbb{S}^n_{DD} \) is a subset of \( \mathbb{S}^n_{SDD} \). For a positive diagonal matrix \( S \in \mathbb{R}^{n \times n} \) and \( X \in \mathbb{R}^{n \times n} \) the eigenvalues of \( X \) and \( SXS \) are the same, so SDD matrices are also positive semidefinite.

Let \( M^{ij} \in \mathbb{R}^{n \times n} \) denote the symmetric matrix where the only nonzero entries are \( m_{ii}, m_{ij}, m_{ji}, \) and \( m_{jj} \). In [1] it is shown that the cone of symmetric SDD matrices of dimension \( n \) can be characterized as

\[
\mathbb{S}^n_{SDD} = \left\{ X = X^T \in \mathbb{R}^{n \times n} : X = \sum_{i=1}^{n} \sum_{j=i+1}^{n} M^{ij}, \begin{bmatrix} m_{ii} & m_{ij} \\ m_{ji} & m_{jj} \end{bmatrix} \succeq 0 \text{ for all } i, j > i \right\}.
\]

Since the matrices constrained to be positive semidefinite are of dimension two, \( M^{ij} \succeq 0 \) is equivalent to

\[
m_{ii} \geq 0, \quad m_{jj} \geq 0, \quad m_{ii}m_{jj} \geq m_{ij}^2.
\]
Therefore, replacing $X \geq 0$ in B.2 with $X \in S^p_{SDD}$ gives a second order cone program (SOCP) [2].

The DD or SDD cone of matrices are strict subsets of the cone of semidefinite matrices. Therefore, restricting the LMI to be DD or SDD introduces conservatism, but solvers for LP and SOCP problems are much more efficient and scalable than standard SDP solvers.

**SDP Duality**

Primal-dual algorithms, used by most SDP solvers, simultaneously attempt to solve the primal problem, (B.1) or (B.2), and the corresponding dual problem. The dual problem of the inequality form SDP is

$$
\begin{align*}
\max_{Z \in \mathbb{R}^{r \times r}} & \quad \text{Tr}(BZ) \\
\text{s.t.} & \quad \text{Tr}(A_i Z) = c_i \quad \text{for } i = 1, \ldots, q \\
& \quad Z \geq 0
\end{align*}
$$

(B.3)

where $A_i$, $B$, and $c$ are the same as in (B.1) and $Z \in \mathbb{R}^{r \times r}$ is the dual variable. For the conic form SDP the dual problem is

$$
\begin{align*}
\max_{x \in \mathbb{R}^q} & \quad e^T x \\
\text{s.t.} & \quad \sum_{i=1}^q x_i F_i - G \leq 0
\end{align*}
$$

(B.4)

where $F_i$, $G$, and $e$ are the same as in (B.2) and $x \in \mathbb{R}^q$ is the dual variable.

We denote the optimal value of the primal problem as $p = c^T z^* = \text{Tr}(G X^*)$ where $z^*$ and $X^*$ are the optimal solutions of (B.1) and (B.2), respectively. Similarly, we denote the optimal value of the dual problem as $d = \text{Tr}(BZ^*) = e^T x^*$ where $x^*$ and $Z^*$ are the optimal solutions of (B.3) and (B.4), respectively.

Weak duality ($d \leq p$) holds for any SDP. If $d = p$ it is said that strong duality holds. For LPs strong duality always holds, but this is not the case for general SDPs. By Slater’s condition, strong duality holds if the primal and dual problem are strictly feasible. If strong duality does not hold SDP solvers may return inaccurate solutions. Therefore, it is a good idea to check that the returned solution is reasonable and satisfies the problem constraints.

**When no strictly feasible solution exists**

When a strictly feasible solution does not exist SDP solvers require more computational time and may yield inaccurate solutions. The reasons for this are that the
problem is larger than necessary (i.e., it can be reformulated as an equivalent, but lower dimension SDP) and strong duality may not hold. For example certifying the passivity of a linear system requires finding $P \geq 0$ such that

$$\begin{bmatrix}
A^T P + PA - C^T \\
B^T P - C
\end{bmatrix} \leq 0 \quad (B.5)$$

which holds only if $PB = C^T$. Hence there is no strictly feasible solution to the LMI.

In cases where it is obvious that a strictly feasible solution does not exist it is possible to reformulate the problem in an equivalent form. A reformulation for (B.5) is

$$A^T P + PA \leq 0 \quad (B.6)$$

$$PB = C^T. \quad (B.7)$$

Although this is mathematically equivalent, it is much easier for SDP solvers to attain an accurate solution when the equality constraint is explicitly specified and the LMI constraint is strictly feasible.

However, in general it is not obvious how to manually reformulate the problem. In [43] an efficient computational method was developed to automatically detect problems with no strictly feasible solution and to reformulate the problem with a preprocessing procedure.
Appendix C
The KYP Lemma

The following result, quoted from [46], is a streamlined version of the classical KYP Lemma due to Kalman [25], Yakubovich [68], and Popov [44].

**Theorem C.1.** Given $F \in \mathbb{R}^{n \times n}$, $G \in \mathbb{R}^{n \times m}$, $\Gamma = \Gamma^T \in \mathbb{R}^{(n+m) \times (n+m)}$ with $\det(j\omega I - F) \neq 0 \forall \omega \in \mathbb{R}$ and $(F,G)$ controllable, the following statements are equivalent:

1. For all $\omega \in \mathbb{R} \cup \{\infty\}$,
   \[
   \begin{bmatrix}
   (j\omega I - F)^{-1}G & 0 \\
   G^{T}P & 0
   \end{bmatrix} \Gamma
   \begin{bmatrix}
   (j\omega I - F)^{-1}G & I \\
   -1 & 0
   \end{bmatrix} \leq 0.
   \] (C.1)

2. There exists $P = P^T \in \mathbb{R}^{n \times n}$ such that
   \[
   \begin{bmatrix}
   F^{T}P + PF & PG \\
   G^{T}P & 0
   \end{bmatrix} + \Gamma \leq 0.
   \] (C.2)

The corresponding equivalence for strict inequalities holds even if $(F,G)$ is not controllable. In addition, if $F$ is Hurwitz (all eigenvalues have negative real parts) and the upper left corner of $\Gamma$ is positive semidefinite then $P \geq 0$.

**Example C.1.** Consider the system (8.24) in Example 8.3. To show that a block separable Lyapunov function $V_1(x_1,x_2) + V_2(x_3) = [x_1 \ x_2]^{T} P_1 [x_1 \ x_2] + p_2 x_3^2$ does not exist we suppose, to the contrary, there exist $P_1 = P_1^{T} \in \mathbb{R}^{2 \times 2}$ and scalar $p_2 > 0$ such that
\[
\begin{bmatrix}
P_1 & 0 \\
0 & P_2
\end{bmatrix}
\begin{bmatrix}
0 & 1 & 0 \\
-1 & -0.5 & -6 \\
1 & 1 & -0.6
\end{bmatrix}
+ \begin{bmatrix}
0 & 1 & 0 \\
-1 & -0.5 & -6 \\
1 & 1 & -0.6
\end{bmatrix}^T
\begin{bmatrix}
P_1 & 0 \\
0 & P_2
\end{bmatrix} \leq 0. 
\tag{C.3}
\]

Since \( p_2 > 0 \) can be factored out we set \( p_2 = 1 \) without loss of generality. We define

\[
F = \begin{bmatrix}
0 & 1 \\
-1 & -0.5
\end{bmatrix}, \quad
G = \begin{bmatrix}
0 \\
-6
\end{bmatrix}, \quad
H = \begin{bmatrix}
1 & 1
\end{bmatrix},
\]

drop the subscript from \( P_1 \), and rewrite (C.3) as

\[
\begin{bmatrix}
F^T P + P F G \\
G^T P
\end{bmatrix} + \Gamma \leq 0 \quad \text{where} \quad \Gamma = \begin{bmatrix}
0 & H^T \\
H & -1.2
\end{bmatrix}. \tag{C.4}
\]

Since \((F, G)\) is controllable and \( \det(j\omega I - F) = (1 - \omega^2) + j(0.5\omega) \neq 0 \ \forall \omega \in \mathbb{R} \), Theorem C.1 states that (C.4) is equivalent to

\[
H(j\omega I - F)^{-1} G + (H(j\omega I - F)^{-1} G)^* - 1.2 \leq 0 \quad \forall \omega \in \mathbb{R} \cup \{\infty\}, \tag{C.5}
\]

which means \( \text{Re}\{H(j\omega I - F)^{-1} G\} \leq 0.6 \). However, for \( \omega^2 \in (2.75, 4) \),

\[
\text{Re}\{H(j\omega I - F)^{-1} G\} = \text{Re}\left\{ -6 \frac{1 + j\omega}{(1 - \omega^2) + j(0.5\omega)} \right\} = -6 \frac{1 - 0.5\omega^2}{\omega^4 - 1.75\omega^2 + 1} > 0.6
\]

thus contradicting the hypothesis that there exist \( P_1 = P_1^F \in \mathbb{R}^{2 \times 2} \) and \( p_2 > 0 \) satisfying (C.3).
Appendix D
True/False Questions for Chapter 1

1. Suppose the function \( h : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^p \) in (1.2) is invertible (with \( p = m \)) in the sense that for all \( x \in \mathbb{R}^n, y \in \mathbb{R}^p \), there is a unique \( u \in \mathbb{R}^m \) such that \( h(x, u) = y \). Denote this \( u \) as \( h_I(x, y) \), where \( h_I : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^m \). Define the inverse system (with input \( v \), output \( w \), and state \( \eta \))

\[
d\frac{d}{dt}\eta(t) = f(\eta(t), h_I(\eta(t), v(t))), \quad w(t) = h_I(\eta(t), v(t)) \tag{D.1}
\]

and note that for any \( \xi \in \mathbb{R}^n \), \((u, y)\) solves (1.1)-(1.2) with \( x(0) = \xi \) if and only if \( v = y, w = u \) solves (D.1) with \( \eta(0) = \xi \).

**True/False:** The system in (1.1)-(1.2) is dissipative with respect to the supply rate \( s(u, y) \) if and only if the inverse system is dissipative with respect to \( \hat{s}(v, w) := s(w, v) \).

2. **True/False:** If a dynamical system \( G \) is dissipative with respect to supply rates \( s_1 \) and \( s_2 \), then it is dissipative with respect to the supply rate \( s(u, y) := s_1(u, y) - s_2(u, y) \).

3. **True/False:** If a dynamical system \( G \) is dissipative with respect to supply rates \( s_1 \) and \( s_2 \), then it is dissipative with respect to the supply rate \( s(u, y) := \alpha s_1(u, y) + (1 - \alpha)s_2(u, y) \) for all \( 0 \leq \alpha \leq 1 \).

4. **True/False:** If a dynamical system \( G \) is dissipative with respect to supply rates \( s_1 \) and \( s_2 \), then it is dissipative with respect to the supply rate \( s(u, y) := \alpha s_1(u, y) + \beta s_2(u, y) \) for all \( \alpha \geq 0, \beta \geq 0 \).

5. For a dynamical system \( G \), let \( -G \) denote the same system with the sign of the output reversed.

**True/False:** \( G \) is dissipative with respect to \( s \) if and only if \( -G \) is dissipative with respect to \(-s \).

6. The “sum” of two dynamical systems \( G_1 \) and \( G_2 \) is a dynamical system defined by \( y = G_1(u) + G_2(u) \).

**True/False:** If \( G_i \) is dissipative with respect to \( s_i(u_i, y_i), \ i = 1, 2 \), then the sum \( G_1 + G_2 \) is dissipative with respect to \( s(u, y) := s_1(u, y) + s_2(u, y) \).
7. **True/False:** If each $G_i$ is dissipative with respect to $u_i^T y_i$, then the sum $G_1 + G_2$ is dissipative with respect to $s(u, y) := u^T y$.

8. Given a scalar $d > 0$, define a dynamical system $G_d$ as $G_d := d \circ G \circ d^{-1}$. Let $u$ and $y$ denote the input and output of $G$, and $v$ and $w$ denote the input and output of $G_d$, so that $w = dG(v/d)$. Note that if $G$ is nonlinear, then in general, $G_d \neq G$.

**True/False:** $G$ is dissipative with respect to a quadratic supply rate $s(u, y)$ if and only if $G_d$ is dissipative with respect to $s(v, w)$.

9. **True/False:** Let 
\[
\frac{d}{dt} x(t) = f(x(t), u(t)), \quad y(t) = h(x(t), u(t))
\]
describe a nonlinear dynamical system $G$. For every $\alpha > 0$, the dynamical system (with input $v$, output $w$, and state $\eta$) 
\[
\frac{d}{dt} \eta(t) = \alpha f(\eta(t), v(t)), \quad w(t) = h(\eta(t), v(t))
\]
is dissipative with respect to exactly the same supply rates as $G$.

10. **True/False:** Suppose $W \in \mathbb{R}^{(m+p) \times (m+p)}$ has $W = W^T \succeq 0$. Every dynamical system (with appropriate input and output dimension) is dissipative with respect to the supply rate 
\[
s(u, y) := \begin{bmatrix} u \\ y \end{bmatrix}^T W \begin{bmatrix} u \\ y \end{bmatrix}.
\]

11. **True/False:** If the dynamical system $G$ is dissipative with respect to the quadratic supply rate $s$, then for every $\alpha \in [0, 1]$, the dynamical system $\alpha G$ (output scaled by $\alpha$) is dissipative with respect to $s$.
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