ABSTRACT
This paper proposes a novel methodology for multi-level logic synthesis that is independent from a specific graph data-structure, but formulates synthesis procedures using an abstract concept definition of a logic representation. The idea is to capture the essence of optimisations in a general manner and tailor only small performance-critical sections to the underlying logic representation. This generic, yet scalable approach, saves many man-months of development time and enables logic synthesis and technology-mapping procedures parameterised in a logic representation. We present the generic design methodology and demonstrate its practicality by providing a complete state-of-the-art logic synthesis flow.
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1 INTRODUCTION
Logic synthesis is a core engine in all Electronic Design Automation (EDA) tools. Its purpose is to express a functional design specification in terms of logic gates, while optimizing area, delay, and/or power—with the major challenge to algorithmically scale-up to today’s design sizes. State-of-the-art logic synthesis algorithms [1, 2] achieve this goal by operating in three steps: (1) The design specification is expressed as a simple, technology-independent logic representation. (2) Fast peephole optimization techniques are repeatedly applied to optimize the logic representation. (3) The optimized logic is mapped to a technology-specific representation.

The most widely used technology-independent logic representation are And-inverter graphs (AIGs) [3], a homogeneous graph data-structure consisting of two-input AND gates and inverters. In recent years, several drop-in replacements for AIGs have been proposed: Majority-inverter graphs (MIG) [4, 5] consist of three-input majority gates and inverters. Their usage is motivated by the fact that many nano-emerging technologies, e.g., spin-wave devices or quantum-dot cellular automata, can be realized in terms of majority voters, such that technology-mapping for these technologies is significantly simplified. Moreover, the majority operation enables several novel optimizing transformations on the intermediate logic, which led in previous work to impressive delay reductions for arithmetic-intensive benchmark circuits. Alternatively, XOR-enhanced logic representations, such as Xor-And graphs (XAG) [6] or Xor-majority graphs (XMG) [7], extend AIGs and MIGs with a two-input and three-input XOR gate, respectively. They offer an improved compactness from which especially rewriting techniques benefit that repeatedly match small sub-networks and replace them with their size-optimal representations.

As of today, no logic synthesis tool is entirely based on MIGs, XAGs, or XMGs. In contrast, the advantages of these individual graph data-structures have been evaluated for specific optimizing procedures, such that the overall optimization potential of the representations remains unknown. The development of a sophisticated and complete state-of-the-art logic synthesis flow, however, can take several man-months for each of them.

In this paper, we propose a novel methodology for logic synthesis that is independent from a specific graph data-structure. Instead, our methodology formulates optimization procedures using an abstract concept definition of a logic representation. The idea is to capture the common essence of logic synthesis and technology-mapping procedures in a generic way and to tailor only small performance-critical sections to specific graph data-structures. We propose the concept definitions and present the four most common optimizations (rewriting, resubstitution, refactoring, and balancing) as well as k-LUT mapping generically applicable to any graph-based multi-level logic representation. We have implemented the generalized approach in C++ using template meta-programming, which allows us to make a fair comparison of the advantages of the different logic representations. We propose a generic resynthesis flow for area optimization similar to the state-of-the-art optimization script, compress2rs, in the logic synthesis package ABC [2]: (1) in a comparison with ABC, we show that the generic resynthesis flow using AIGs as logic representation is competitive with state-of-the-art logic synthesis algorithms, that are specifically designed for the optimization of AIGs; (2) using this generic approach, we propose, for the first time, a complete resynthesis flow for MIGs and XAGs; (3) we further present a fair comparison of AIGs, MIGs, and XAGs in a complete resynthesis flow and show that the individual logic representations are capable of achieving similar improvements (30.04%, 27.78%, and 31.39% for AIGs, MIGs, and XAGs, respectively) when compared after mapping into 6-input look-up tables (LUTs).
2 SCALABLE GENERIC LOGIC SYNTHESIS

Modern academic multi-level logic synthesis tools typically rely on a single logic representation, such as ALGs, as the basis for most optimization efforts. Using this representation, they are able to implement fundamental logic synthesis operations in an efficient and scalable way. The scalability of this approach comes from the compactness of the underlying logic representation, allowing such tools to represent large logic networks. Furthermore, the representation is often chosen so as to allow for the efficient implementation of fundamental techniques such as cut enumeration, Boolean reasoning, and DAG-awareness. In this section, we propose a generic methodology for logic synthesis, which generalizes the conventional approach described above. Our methodology is independent from any particular logic representation while maintaining efficiency and scalability. It allows users to tweak performance and to implement representation-specific code when necessary.

The central idea behind our method is to describe logic synthesis techniques generically, in terms of an abstract concept definition of logic networks. This abstract definition is applicable to any graph-based multi-level logic representation. Besides being generic, our approach is scalable, because it relies on the same efficient techniques for cut enumeration, fast truth table computation, and sophisticated exact synthesis engines as the conventional single-representation approach. In the remainder of this section we describe our generic methodology in more detail.

2.1 Genericity

The backbone of the proposed methodology is a stacked 4-layered architecture, depicted in Fig. 1. The base layer shown on the bottom provides an abstract concept definition of a network API, called Network Interface API, which defines a logic representation in terms of primary inputs, primary outputs, and logic gates. Naming conventions for types and methods ensure that all network interfaces can be used in the same way. Some of these conventions are mandatory, while others are optional. Mandatory interfaces are, for instance, methods to iterate over inputs, outputs, or gates, which have to be provided for a logic representation; an example of an optional interface is a method that allows its user to query the level of a node in the logic representation, which may or may not be provided by a logic representation. The network interface API does not provide an implementation of a logic network.

Algorithms, the second layer of the methodology, are generically formulated on top of the network interface API. An algorithm takes as input an instance of a network type, that is required to implement all mandatory and some optional interface as defined by the algorithm. The algorithms make use of the network interface API, but make no assumptions on the internal implementations of the input networks. For instance, no algorithm depends on how gates of the network are internally represented. Rather, gates are accessed through the network API. Many algorithms in logic synthesis, such as algorithms for computing cuts or maximum fanout-free cones, can be formulated easily using graph-based analysis procedures without requiring knowledge of the internal logic network. Algorithm 1 shows an example algorithm to compute the depth of a logic network. For this task only four methods of the network API are required: foreachInput to iterate over all primary inputs, foreachGate to iterate over all gates, foreachFanin to iterate over all fanins of a gate, and foreachOutput to iterate over all outputs of a network.

The third layer, network implementations, consists of actual implementations of logic networks that provide concrete definitions of the network interface API, e.g., And-inverter graphs, Majority-inverter graphs, or k-LUT networks. In particular, the network implementations define the node type used to represent logic and a storage which contains the generated nodes. Technical details such as structural hashing are implemented on this layer. Algorithms from the second layer can be called on instances of the network types, if they implement the required interfaces. Static compile-time assertions ensure that compilation only succeeds for those network implementations that do provide all required types and methods. This further avoids dynamic polymorphism, which adds unnecessary overhead to the runtime.

Finally, on the last layer, performance tweaking, offers the possibility to improve performance by specializing some algorithmic details for specific network types based on their internal implementation. This is done for each network individually and without affecting the generic implementation nor the implementation of other network types.

This methodology provides a generic approach to logic synthesis, while offering its user’s the possibility to tweak algorithmic performance if indispensable.

2.2 Scalability

Using the stacked 4-layer architecture described in Section 2.1, we implement efficient and scalable optimization methods in a way that is representation-agnostic. In this section, we describe fundamental principles and algorithms that we have implemented in this generically scalable way. They form the basis for the complete synthesis flow developed in Section 3.

Figure 1: Stacked 4-layered architecture for supporting logic synthesis independent from a specific graph data-structure.
2.2.1 Cut Enumeration. A common operation in logic optimization algorithms is the partitioning of the global subject graph into smaller subnetworks. The smaller size of these subnetworks allows us to perform peephole optimizations, in which we can exert control by, for example, restricting the number of inputs to subnetworks. This makes them more amenable to various optimizations methods, such as balancing, resubstitution, or exact synthesis. Cut enumeration is a common method to create such partitions.

Our methodology supports two distinct types of cut enumeration: (i) bottom-up enumeration through the Cartesian product method [8], and (ii) top-down cut enumeration based on convergence-driven cuts [1]. Both of these methods are suitable for different optimization algorithms. For instance, rewriting methods commonly use bottom-up cut enumeration, whereas top-down cut enumeration is used by resubstitution algorithms. Moreover, both of these methods are suitable for generic implementation, as they rely essentially only on notions of fanin connectivity. Hence, our generic DAG-based approach supports this in a straightforward way by defining the appropriate fanin interface functions.

2.2.2 Boolean Reasoning. Peephole optimization methods focus on repeatedly optimizing small sections of a logic network, e.g., a cut, with a restricted number of inputs. If the number of inputs does not exceed 16 – 20, explicit, exhaustive simulation techniques based on the usage of truth tables outperform heavy-weight Boolean reasoning techniques. As a consequence, truth tables can be used as the basis for various optimization methods.

In particular, they allow for the efficient implementation of another important Boolean reasoning method: SAT-based exact synthesis [9], a powerful optimization technique that computes optimum representations of Boolean functions. As this technique finds exact optima using a SAT solver, it does not scale to large functions. However, it is suitable for use as a peephole optimization, e.g., for subnetworks with up to 8 inputs. Our generic implementation supports state-of-the-art SAT-based exact synthesis, including those based on families of DAG topologies such as fences [10]. Moreover, through its specialization mechanism, our method also supports exact synthesis encodings that are tuned to specific logic representations like AIGs or XAGs.

2.2.3 DAG-Awareness. Many logic optimization algorithms, such as balancing or rewriting, can be viewed as a restructuring of the DAG representation of the logic network, where local subnetworks are replaced by new structures. We generally only want to replace a subnetwork by a new structure if the replacement leads to some positive gain.\(^1\) In theory, this gain may be expressed by an arbitrary cost function. In practice, we are interested in objectives such as size optimization, so we focus on reducing the overall number of nodes in the subject graph. DAG-awareness refers to the notion that the gain of a replacement structure takes into account both the existing graph structure as well as the replacement structure. In doing so, it can find opportunities for logic sharing, thus enabling more efficient replacements.

To compute replacement gains, we make use of reference counting and assign a value to each node in the network. These values are initialized with the nodes’ fanout sizes. New nodes that are added to the network for a possible replacement will be assigned a reference count of 0. The reference count of a node indicates how many other nodes require this node in the network. In particular, a reference count of 0 means that the node is not required in the network. Thus, reference counting can be used to measure how many nodes a given replacement removes from the network. Our generic implementation considers structural hashing (for those network types that support it). In other words, nodes from a replacement candidate that are already in the network will not be added another time. Moreover, their reference counters will not be changed. To simulate the removal of a node \(n\) from a network, we recursively decrement all predecessors in the transitive fanin of the node and continue as long as the reference counters of a child become 0 or a leaf node is reached. Full details for our DAG-aware replacement algorithm are outside the scope of this paper. We refer the interested reader to [11] and [12].

2.3 Generic Logic Optimization Algorithms

In the following, we present the four most common optimizations (rewriting, refactoring, resubstitution, and balancing) generically applicable to any graph-based multi-level logic representation.

2.3.1 Balancing. Balancing is a technique to reduce the number of logic levels in a network [13]. Depending on the application, balancing may or may not permit to increase the network size. In this paper, we consider balancing methods that do not increase the network size. A generic balancing method is tree-balancing. So far, tree-balancing has been described and implemented in terms of AIGs [13], exploiting the associativity of the AND operation, \(x_1 \land (x_2 \land x_3) = (x_1 \land x_2) \land x_3\). However, sufficient requirements for tree-balancing are commutativity and associativity of the gate function. This observation allows us to implement a generic balancing function. For example, if \(f(x_1, f(x_2, x_3)) = f(f(x_1, x_2), x_3)\), then we can rewrite the expression

\[
f(x_1, f(x_2, f(x_3, x_4))) \rightarrow f(f(x_1, x_2), f(x_3, x_4)),
\]

which requires one fewer logic level while using the same number of operations. This property holds for AND gates, XOR gates, and for Majority gates, if all operations share a common input value, i.e., \((x_1 \lor (x_2 \lor x_3)) = (x_1 \lor x_2) \lor x_3\). The following illustration shows balancing applied to three AND gates.

![Diagram of three AND gates with balancing](image)

Algorithm 2 illustrates a generic tree-balancing algorithm. It performs two steps. In the first step, it groups together gates of the same type if they permit commutativity and associativity, and if the group does not contain complemented edges or external fanout, except for the root node. In the second step, the gates and the group are rearranged by approaching a balanced tree by applying the principle in (1), by additionally taking into account the arrival times of the inputs. While the first step is unique, different tree decompositions are possible in the second steps. However, none of the possible decompositions leads to an increase in gate count. On the contrary, a tree decomposition can lead to gates that are already in the network, and logic sharing will decrease the overall gate count. Besides methods to iterate through the gates of a network, the balancing algorithm requires that the methods `gateFunction` and `substituteNode` are implemented for the logic network.

\(^1\)Under some circumstances it is advantageous to also allow zero-cost replacements.
2.3.2 Rewriting. The so-called DAG-aware logic rewriting algorithm [11] is an efficient method of replacing parts of a logic network by different, but equivalent, logic structures. Based on cut enumeration, the algorithm partitions the subject graph into small subnetworks, typically ranging from 4 to 8 inputs. For each subnetwork, the rewriting procedure attempts to find a better representation, thus performing a local optimization. This optimization is commonly implemented in one of two ways: (i) optimization networks are drawn from a precomputed database of optimal structures, or (ii) replacement structures are computed at runtime using an exact solution. The so-called refactoring is a technique which resynthesizes local logic representations with restricted fanin size and tests if \( n \) can be resynthesized using them. On success, the new nodes required for resubstitution are beneficial, if the number of nodes freed after substitution is greater than \( k \), such that particularly roots of maximal fanout-free cones qualify as candidates for Boolean resubstitution. Algorithm 5 presents a generic resubstitution procedure. The logic function of each node in the network is computed locally in a reconvergence-driven cut \( C \) with restricted fanin size using exhaustive truth table simulation. Each node \( d \neq n \) in the reconvergence-driven cut, which is not part of the maximum fanout-free cone, is a divisor that potentially be used for resynthesis. The core of resubstitution is a computational kernel, tryResubstitute that selects up to \( k \) divisors \( D = \{d_1, \ldots, d_k\} \) and tests if \( n \) can be resynthesized using them. On success, the new nodes required for resynthesis are added to the logic network, and the gain \( \lambda \) of resubstituting \( n \) is computed using DAG-aware rewriting techniques. If \( \lambda > 0 \), \( n \) is substituted with the root \( n' \) of the new nodes.

There is not one CNF encoding that works best for all combinations of logic representations and SAT solvers. Hence, it is sometimes necessary to construct specialized encodings for certain representations. Fortunately, as described above, our method lends itself to such specializations. Indeed, we use different encodings to rewrite AIG and XAG networks, but this is completely transparent to users of the rewriting flow. Using the same optimization script, our method automatically generates the appropriate CNF, depending on what logic representation is used.

2.3.3 Refactoring. Refactoring is a technique which resynthesizes large parts of the network without aiming to reuse existing logic in the network. Since it collapses a rather large part of the network into a Boolean function and then resynthesizes it from scratch, it is a powerful technique to overcome structural bias.

Data: Logic network \( N \), fanin limit \( l \), cost function cost

Algorithm 4: Generic refactoring algorithm

foreachGate \( n \) in \( N \) do
  set \( M \leftarrow computeMFFC(n, l) \);
  set \( f \leftarrow computeTruthTable(M) \);
  set \( M', n' \leftarrow synthesize(f) \);
  if \( \text{cost}(M') < \text{cost}(M) \) then
    \( N . \text{substituteNode}(n, n') \);

Algorithm 5: Generic resubstitution algorithm

foreachGate \( n \) in \( N \) do
  set \( f \leftarrow N . \text{gateFunction}(n) \);
  if \( \text{isAssociative}(f) \) then
    set \( G \leftarrow \text{growGroup}(n, f) \);
    set \( n' \leftarrow \text{treeBalance}(G) \);
    \( N . \text{substituteNode}(n, n') \);

Algorithm 2: Generic balancing algorithm

foreachGate \( n \) in \( N \) do
  foreachCut \( C \) of \( n \) do
    set \( v \leftarrow \text{deref}(n) \);
    set \( f \leftarrow \text{computeTruthTable}(C) \);
    set \( n' \leftarrow \text{synthesize}(f) \);
    set \( v' \leftarrow \text{ref}(n') \);
    if \( v' < v' \) then
      \( N . \text{substituteNode}(n, n') \);
    else
      \( \text{deref}(n') \);
      \( \text{ref}(n) \);

Algorithm 3: Generic rewriting algorithm

Data: Logic network \( N \), fanin limit \( l \), cost function cost

foreachGate \( n \) in \( N \) do
  set \( M \leftarrow \text{computeMFFC}(n, l) \);
  set \( f \leftarrow \text{computeTruthTable}(M) \);
  set \( M', n' \leftarrow \text{synthesize}(f) \);
  if \( \text{cost}(M') < \text{cost}(M) \) then
    \( N . \text{substituteNode}(n, n') \);

Algorithm 4: Generic refactoring algorithm

Data: Logic network \( N \)

foreachGate \( n \) in \( N \) do
  set \( f \leftarrow N . \text{gateFunction}(n) \);
  if \( \text{isAssociative}(f) \) then
    set \( G \leftarrow \text{growGroup}(n, f) \);
    set \( n' \leftarrow \text{treeBalance}(G) \);
    \( N . \text{substituteNode}(n, n') \);

Algorithm 2: Generic balancing algorithm
We create a generic logic resynthesis flow, based on the standard
sequence of optimizing transformations: the logic synthesis package ABC
\([2]\). The flow consists of the following sequence of optimizing transfor-
mations: non-depth-preserving area optimization flow
compress2rs.

In this section, we present a generic resynthesis flow implemented
benchmarks suite
logic networks. As benchmarks, we use the EPFL combinational
in area optimization for LUT-mapping showing that different graph
visors. For instance, for
1
when compared to the other logic representation which leads to a
representation with the state-of-the-art logic synthesis package
ABC to analyze the overhead of the generic flow to an approach
specifically designed for AIGs. The accumulated results for all EPFL
benchmarks are listed in Table 1. Our implementation of the generic
resynthesis flow achieves similar results when compared to ABC,
but requires in total 1.14% more nodes and 3.02% more levels. Note
that the area optimization flow does not focus on preserving the
deepth of a logic representation during optimization. After LUT-
mapping, the generic flow requires less than 1% more 6-LUTs. Over-
all, we conclude that the implementation of the generic approach
is competitive to ABC.

Comparing different logic representations. In a second exper-
iment, we compare the number of 6-LUTs after area optimization
and LUT-mapping for FPGAs using the generic resynthesis flow
with three different logic representations (AIGs, MIGs, and XAGs).
As baseline, we use the EPFL benchmark suite in their AIG represen-
tation. Table 2 lists the number of nodes (Nd), number of levels
(Lvl), the number of 6-LUTs (LUTs), as well as the required time
(Time) for the baseline and the optimizations using AIGs, MIGs,
and XAGs as logic representations, respectively.

In total, we conclude that our flow is capable of optimizing
all three logic representations achieving comparable good results.
Logic resynthesis using AIGs achieves in 8 cases the best results
when compared to the other logic representation which leads to a
total improvement of 30.04% in LUTs. MIGs are particularly good
for the representation of arithmetic-intensive circuits and outper-
form the other data structures for the benchmarks
multiplier
and
sqrt. In total, MIG optimizations achieve an improvement
of 27.78%. Representing the logic networks as XAGs leads in
10 cases to the best results and in total to an improvement of 31.39%.
In general, we advocate a portfolio approach which achieves a total
improvement of 32.01%.

4 CONCLUSION

In this paper, we propose a generic representation-independent
resynthesis methodology for multi-level logic synthesis, using an
abstract concept definition of a logic network. Using this method
we show, for the first time, a complete design flow for AIGs, MIGs,
and XAGs that is competitive with the state of the art. Moreover, it
allows us to compare resynthesis techniques using different logic
representations.
representations, and to show that various logic synthesis algorithms work across representations. With the introduction of new representation forms, our method allows users to quickly develop completely novel design flows, by implementing a lightweight interface. Finally, our method enables users of various technology types to choose an optimization flow based on the logic representation most suitable to them. For instance, users that work in the domain of nano-emerging technologies can use our tool to develop a complete majority-logic design flow.

The generic method presented in this paper opens the door to some interesting directions for future work. Currently, we use one logic representation across the entire design flow. However, it may be advantageous to dynamically switch between representations during the flow, as some representations may represent themselves more naturally to certain optimization steps. Another interesting path is the development of a portfolio logic synthesis method. Often, we do not know a priori which representation is best in a given domain. Our method allows one to run the same design flow with all representations and pick the best result. Finally, at the moment we use the same generic design flow with all representations. However, it may be that a certain combination of flow × representation unlocks very good optimizations in some specialized domain. Our method enables users to prototype and experiment with generic scripts which can be rewritten into more specialized design flows.
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Table 2: Optimization results for the EPFL benchmark suits using different logic representations.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>I/O</th>
<th>Baseline</th>
<th>AIGs</th>
<th>MIGs</th>
<th>XAGs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nd</td>
<td>Lvl</td>
<td>LUTs</td>
<td>Time</td>
<td>Nd</td>
</tr>
<tr>
<td>adder</td>
<td>256</td>
<td>129</td>
<td>1620</td>
<td>255</td>
<td>192</td>
</tr>
<tr>
<td>adder</td>
<td>256</td>
<td>129</td>
<td>11839</td>
<td>87</td>
<td>2595</td>
</tr>
<tr>
<td>bar</td>
<td>135</td>
<td>128</td>
<td>3336</td>
<td>12</td>
<td>512</td>
</tr>
<tr>
<td>cdiv</td>
<td>10</td>
<td>11</td>
<td>693</td>
<td>16</td>
<td>119</td>
</tr>
<tr>
<td>ctrl</td>
<td>7</td>
<td>26</td>
<td>374</td>
<td>10</td>
<td>28</td>
</tr>
<tr>
<td>dec</td>
<td>8</td>
<td>256</td>
<td>304</td>
<td>3</td>
<td>273</td>
</tr>
<tr>
<td>div</td>
<td>128</td>
<td>128</td>
<td>57247</td>
<td>4372</td>
<td>23955</td>
</tr>
<tr>
<td>icc</td>
<td>147</td>
<td>142</td>
<td>1342</td>
<td>20</td>
<td>341</td>
</tr>
<tr>
<td>intf5</td>
<td>11</td>
<td>7</td>
<td>260</td>
<td>16</td>
<td>47</td>
</tr>
<tr>
<td>log2</td>
<td>32</td>
<td>32</td>
<td>32660</td>
<td>444</td>
<td>8124</td>
</tr>
<tr>
<td>max</td>
<td>512</td>
<td>130</td>
<td>2865</td>
<td>287</td>
<td>744</td>
</tr>
<tr>
<td>mem</td>
<td>1204</td>
<td>1231</td>
<td>46366</td>
<td>114</td>
<td>11754</td>
</tr>
<tr>
<td>multiplier</td>
<td>128</td>
<td>128</td>
<td>27062</td>
<td>274</td>
<td>6578</td>
</tr>
<tr>
<td>priority</td>
<td>128</td>
<td>8</td>
<td>978</td>
<td>250</td>
<td>266</td>
</tr>
<tr>
<td>router</td>
<td>60</td>
<td>36</td>
<td>257</td>
<td>54</td>
<td>54</td>
</tr>
<tr>
<td>sin</td>
<td>24</td>
<td>25</td>
<td>5416</td>
<td>125</td>
<td>1584</td>
</tr>
<tr>
<td>sqrt</td>
<td>128</td>
<td>64</td>
<td>24618</td>
<td>5058</td>
<td>8204</td>
</tr>
<tr>
<td>square</td>
<td>64</td>
<td>128</td>
<td>18484</td>
<td>250</td>
<td>4180</td>
</tr>
<tr>
<td>voter</td>
<td>1000</td>
<td>11</td>
<td>13758</td>
<td>70</td>
<td>2979</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Total</th>
<th>Improvements</th>
<th>+0.06%</th>
<th>+0.04%</th>
<th>+27.78%</th>
<th>+31.39%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improvement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>871.49</td>
<td>821.82</td>
<td>+27.78%</td>
<td>+31.39%</td>
<td></td>
</tr>
</tbody>
</table>
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