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Abstract

The paper discusses technology-independent optimization and post-mapping resynthesis for combinational logic networks, with emphasis on scalability and efficient implementation. The goal is to develop a resynthesis engine that (a) is capable of substantial logic restructuring, (b) is customizable to solve a variety of optimization tasks, and (c) has reasonable runtime on large industrial designs. The proposed approach is based on several heterogeneous algorithms, which include structural analysis, random and constrained simulation, and manipulation of Boolean functions using a SAT solver. The structural methods include improved windowing, which focuses on reconvergent logic structures rich in functional flexibilities. An efficient simulation scheme is proposed for fast filtering of infeasible resubstitution candidates. Finally, it is shown how a mainstream SAT solver can be modified to bridge it to an interpolation package, which computes Boolean functions of nodes after resynthesis as a by-product of completed feasibility proofs. Experimental results in this paper were focused on minimizing the number of nets after FPGA mapping. However, other cost functions can be optimized, but the fine-tuning and experiments with these remains to be done.

1 Introduction

Technology-independent optimization and post-mapping resynthesis of Boolean networks using internal flexibilities have long histories [19][22][8][13], to mention a few publications. Traditional don’t-care-based optimization [22] is part of the high-effort logic optimization flow in SIS [23]. This optimization plays an important role in reducing area by minimizing the number of factored form (FF) literals before technology mapping. Its main drawback is poor scalability and excessive runtime. To cope with these problems, several window-based approaches for don’t-care computation have been proposed [13][21].

Both traditional and the newer algorithms for don’t-care-based optimization compute don’t-cares before using them. This may be one explanation for long runtimes of these algorithms when applied to large industrial designs, even if windowing is used. A notable exception is the SAT-based approach [11], which optimized nodes “in-place”, without explicitly computing don’t-cares. However, unlike [22][8], that work does not allow for resubstitution. As a result, the optimization space is limited to the current node boundaries. Another recent method [9] performs efficient SAT-based resubstitution but does not consider don’t-cares, which may limit its optimization potential.

Some recent papers [25][20] propose optimization for And-Inverter Graphs (AIGs) using the notion of equivalence under don’t-cares. These approaches are not applicable to post-mapping resynthesis. They are also limited because they can optimize an AIG node only if there is another AIG node with a similar logic function that can replace the given node. The main contribution of the present paper is an improved SAT-based resubstitution, which takes into account internal don’t cares, without explicitly computing them. This algorithm is well adapted to the resynthesis and rewiring for FPGAs. When applied to a large window, the challenge is to compute a new lookup-table function after rewiring. Traditionally, this is done using BDDs [22][8], SPFDs [4], or by enumerating all satisfiable assignments of a SAT problem [16]. The present paper follows [9] and uses interpolation [10] to derive a new function as a by-product of an unsatisfiable run of the SAT solver. We discuss implementation details of this approach.

Another contribution of paper is an improved windowing algorithm, which has two distinctive aspects: (a) better structural analysis that skips non-reconvergent paths, thereby generating windows with more internal flexibilities, and (b) a more reliable window computation, which works robustly for large networks containing nodes with multiple fanouts. The proposed algorithm was implemented in ABC [2] and tested on industrial benchmarks. Although current experiments have been limited to resynthesis of logic networks after FPGA mapping, the algorithms are applicable to a wider range of challenging problems:

- technology-independent optimization for logic networks to minimize the number of FF literals,
- technology-independent optimization for AIGs to minimize the number of AIG nodes (and record structural choices),
- technology-dependent resynthesis for FPGAs and standard-cells to improve area, delay, power, the number of nets, etc,
- timing-driven resynthesis and rewiring after placement.

These applications are waiting to be explored.

The rest of the paper is organized as follows. Section 2 describes some background. Section 3 discusses optimization based on windowing, simulation, SAT solving, and interpolation. Section 4 reports experimental results. Section 5 concludes the paper and outlines future work.

2 Background

2.1 Networks and nodes

A Boolean network is a directed acyclic graph (DAG) with nodes corresponding to logic gates and directed edges corresponding to wires connecting the gates. The terms Boolean network and circuit are used interchangeably in this paper. A node has zero or more fanins, i.e. nodes that are driving this node, and zero or more fanouts, i.e. nodes driven by this node.
The primary inputs (PIs) are nodes without fanins in the current network. The primary outputs (POs) are a subset of nodes of the network. If the network is sequential, it contains registers whose inputs and output are treated as additional PIs/POs. It is assumed that each node has a unique integer called its node ID.

The level of a node is the length of the longest path from any PI to the node. The node itself is counted towards the path lengths but the PIs are not. The network depth is the largest level of an internal node in the network. The area and net count of a network are the node count and the sum total of fanin counts of all nodes.

A combinational network can be expressed as an And-Inverter Graph (AIG), composed of two-input ANDs and inverters represented as complemented attributes on the edges. Optimizations described in this paper are applicable to both AIGs and general-case logic networks.

2.2 Cuts and cones

A cut $C$ of node $n$, called root, is a set of nodes of the network, called leaves, such that each path from a PI to a node passes through at least one leaf. A trivial cut of node $n$ is the cut $\{n\}$ composed of the node itself. A non-trivial cut covers all the nodes found on the paths from the root to the leaves, including the root and excluding the leaves. A trivial cut does not cover any nodes. A cut is $K$-feasible if the number of nodes in it does not exceed $K$. A cut is said to be dominated if there is another cut of the same node, which is contained, set-theoretically, in the given cut.

A fanin (fanout) cone of node $n$ is a subset of all nodes of the network reachable through the fanin (fanout) edges from the given node. A maximum fanout free cone (MFFC) of node $n$ is a subset of the fanin cone, such that every path from a node in the subset to the POs passes through $n$. Informally, the MFFC of a node contains all the logic used exclusively by the node. When a node is removed or replaced, the logic in its MFFC can be removed.

2.3 Don’t-care and resubstitution

Internal flexibilities of a node in the Boolean network arise because of limited controllability and observability of the node. Controllability of the node may be restricted because some combinations of values are never produced by the fanins. Observability may be limited because the fanout logic blocks the node’s effect on the POs under some combinations of the PI values. Examples can be found in [13].

These internal flexibilities result in don’t-care at the node. These can be represented by a single Boolean function whose inputs are the fanins of the node and whose output is 1 when the value produced by the node does not affect the functionality of the network. The complement of this function gives the care set.

Given a network with PIs $x$ and PO functions $z_i(x)$, the care set $C(x)$ of a node is a Boolean function of the PIs derived as follows:

$$C(x) = \Pi_i [z_i(x) \oplus z_i'(x)],$$

where $z_i'(x)$ are the PO functions in a network isomorphic to the original one, except that the given node is complemented [13].

Traditionally, some types, or subsets, of don’t-care are derived and used to optimize the node [22][13]. This optimization may involve minimizing the node’s function in isolation from other nodes, and/or an attempt to express the node in terms of the available nodes. The former transformation is known as don’t-care-based optimization; the latter is resubstitution. The potential new fanins of the node are its resubstitution candidates. A set of resubstitution candidates is feasible if resubstitution with these candidates exists, that is, the node can be re-expressed using the new fanins without changing the functionality of the network.

A necessary and sufficient condition of resubstitution is given in [16] (Theorem 5.1): Functions $g(x)$ can resubstitute function $f(x)$ if and only if there is a minterm pair $(x_i, x'_i)$, such that $f(x_i) \neq f(x'_i)$ while $g(x_i) = g(x'_i)$, for all $i$. Informally, resubstitution exists if and only if the capability of functions $g(x)$ to distinguish minterms is no less than that of function $f(x)$. In the presence of don’t-care, the property is restricted to hold only on the care set, $C(x) \subset C(x')$.

2.4 Optimization with don’t-care

Computation of don’t-care involves exploring the structural neighbors of the node in the network. If the network is large, as in most present-day designs, exploration of the whole network for the benefit of each node is infeasible. Therefore computation is limited to a pocket of logic surrounding the node, called a window. The node is called the pivot of the window. The scope of the window is controlled by user-specified parameters, such as the number of levels spanned by the window as well as the number of its PIs, POs, and internal nodes.

When a don’t-care is computed for a node, all other nodes are assumed to be fixed. The computed don’t-care should be used immediately to optimize the node. The network is updated before optimization moves on to the other node. This avoids don’t-care compatibility issues, which may arise when don’t-care are computed for several nodes before they are used.

There are two approaches to don’t-care-based optimization:

- A traditional approach based on computing a full set, or a subset, of don’t-care and using it to optimize the function of the node (not discussed in this paper).
- A new approach when a don’t-care is not explicitly derived, but internal flexibilities are exploited to find an optimized function of the node directly (discussed in Section 5).

2.5 Interpolation

Consider a pair of Boolean functions, $A(x, y)$ and $B(y, z)$, such that $A(x, y) \land B(y, z) = 0$, where $x$ and $z$ are variables appearing only in the clauses of $A$ and $B$, respectively, and $y$ is a variable common to $A$ and $B$. An interpolant of function $A(x, y)$ w.r.t. function $B(y, z)$ is a Boolean function, $I(y)$, depending only on the common variables $y$, such that $A(x, y) \Rightarrow I(y)$ and $I(y) \Rightarrow B(y, z)$. Consider an unsatisfiable SAT instance composed of two sets of clauses $A$ and $B$. In this case, $A(x, y) \land B(y, z) = 0$. An interpolant of $A$ can be computed from the proof of unsatisfiability of the SAT instance using the algorithm found in [10] (Definition 2). $A(x, y)$ can be interpreted as the onset of a function, $B(y, z)$ as the offset, and the complement of $A(x, y) + B(y, z)$ as the don’t-care set. Thus $I(y)$ can be seen as an optimized version of $A(x, y)$ where the don’t-cares have been used in a particular way.

2.6 Structural choices

Don’t-care-based optimization of AIGs is different from that applied to a logic network whose nodes typically have several fanins and non-trivial logic functions. To enable efficient AIG optimization, several levels of AIG nodes should be collapsed into a larger node, for which don’t-care are computed. After optimization using observability don’t-care, the global function of an AIG node can change. As a result, the two nodes (before and after optimization) are not equivalent and hence the pair cannot be used as a structural choice of the original node [17].

On the other hand, recording structural choices, after all intermediate transformations, can be useful for scalable verification and for improving the quality of technology mapping. For example, using several snapshots of the same AIG obtained
by different optimizations, can improve both area and delay of technology mapping for FPGAs, especially if AIG minimization and mapping are interleaved and iterated (Table 6 in [17]). The key observation enabling structural choices after AIG minimization with don’t-cares is that the window POs preserve their global functionality. Thus, after optimizing an AIG node in a window, structural choices cannot be recorded for the node but can be recorded for the POs of the window. These choices can be used independently from each other, since each combines two AIG nodes with the same global function.

3 Optimization and resynthesis algorithm

During optimization, nodes are visited in some order and optimized one at a time. It was found that a reverse topological order appears to be unimportant. As a result, a topological order leads to larger reductions for small benchmarks optimized as a whole [13], but for large networks processed with windowing, the order is often used because it is simpler to compute.

Figure 3.0 shows a self-explanatory pseudo-code of a node optimization procedure based on structural analysis (windowing), satisifiability, SAT solving, and interpolation. The parameters used by this procedure include the following:

- the number of fanin/fanout levels of the window to compute,
- the maximum number of window PIs and internal nodes,
- the largest number of boolean divisors to collect,
- the runtime limit for the don’t-care computation,
- the number of random patterns to simulate,
- the simulation success rate determining when random simulation is replaced by constrained guided simulation performed by the SAT solver,
- the SAT solver runtime and conflict limits,
- the resubstitution cost based on the goal of resynthesis.

nodeOptimization( node, parameters ) {
    // compute window for the node with the given parameters
    window = nodeWindow( node, parameters );
    // collect candidate divisors of the node
divisors = nodeDivisors( node, window, parameters );
    // find sets of resubstitution candidates using simulation as a filter
cands = nodeResubCandidates( node, window, parameters );
    // iterate through the sets of resubstitution candidates and evaluate
best_cand = NULL;
for each candidate c in cands {
    // skip candidates that are worse than the given one
if ( best_cand != NULL && resubCost(best_cand) < resubCost(c) )
continue;
    // skip infeasible resubstitution candidates disproved by SAT
if ( !resubFeasible( node, window, c ) )
continue;
    // save the candidate that is feasible and better than the best
best_cand = c;
}
    // update the network if a feasible candidate is found
if ( best_cand != NULL ) {
    // compute new dependency function using interpolation
best_func = nodeInterpolate( sat_solver, node );
    // update the network by replacing the current node
nodeUpdate( node, best_cand, best_func );
}
}

Figure 3.0. Don’t-care-based optimization of a node.

The following subsections provide details on the theory and implementation of each part of the above resynthesis procedure.

3.1 Windowing

This subsection describes improvements to the windowing algorithm presented in [13] and [14].

3.1.1 Overview

Figure 3.1.1 summarizes the improved windowing procedure taking the pivot node (node) and two parameters (tfi_level_max, tfo_level_max), which determine the maximum number of TFI and TFO levels spanned by the window.

First, the TFI cone of the pivot is computed using a reverse topological traversal, reaching for several levels towards the POs. The PIs of the window are detected as the nodes that are not in this cone but have fanouts in it. Next, the TFO cone of the pivot is computed by a topological traversal reaching for several levels towards the POs. If the TFO cone is empty (for example, if the pivot is a PO), the procedure returns the window composed of nodes found on the paths between the pivot and the PIs.

If the TFO cone is not empty, the POs of the cone are detected as the nodes that are in the cone but have fanouts outside of it. Next, a reverse-topological traversal is performed from the window POs towards the window PIs while skipping the paths going through the pivot. This traversal is useful to detect the reconvergent paths between the window POs and window PIs that do not include the pivot node. The scope of this traversal is made local by finding the lowest level of the window POs and not traversing below that level.

Since some nodes in the TFO cone may have no path to any of the window PIs, these nodes are removed from the TFO cone because they do not produce observability don’t-cares. Since the TFO cone may have changed, the window POs are recomputed. Finally, all nodes on the paths from the updated window PIs to the window PIs are collected and returned as the window. This traversal augments the set of the window PIs with those fanins of the collected nodes that are not on the paths to the window PIs.

nodeWindow( node, tfi_level_max, tfo_level_max ) {
    // compute the TFI cone of the node with at most tfi_level_max levels
TFI_cone = nodeTFICones( node, tfi_level_max );
    // compute the PIs of the TFI cone
window_PIs = conePis( TFI_cone );
    // compute the TFO cone of the node with at most tfo_level_max levels
TFO_cone = nodeTFOCones( node, tfo_level_max );
    // return if the TFO cone is trivial
if ( TFO_cone ==  )
return coneCollectNodes( {node}, window_PIs );
    // compute the POs of the TFO cone
window_pos = conePOs( TFO_cone );
    // traverse the TFI of window_pos and mark the paths to window_pis
// while skipping the paths going through the pivot node
coneMarkPath( window_pos, window_PIs, node );
    // remove the nodes in the TFO without marked paths to window_pis
coneFilterTFO( TFO_cone );
    // compute the roots of the TFO cone
window_pos = conePOs( TFO_cone );
    // return the nodes on the paths from window_pos to window_pis
return coneCollectNodes( window_pos, window_PIs );
}

Figure 3.1.1. Improved windowing algorithm.
3.1.2 Modifications compared to the previous algorithm

Since implementing windowing in [13], it was applied in several projects. A major drawback was found to be non-robustness when windowing is used for large designs containing nodes with more than 100 fanouts. The original algorithm involved topological traversals of the network from the window PIs in order to find the window POs. Nodes with multiple fanouts, each of which had to be visited, led to a substantial slow-down during this traversal. The problem was aggravated by the fact that multiple-fanout nodes were involved in many windows and, therefore, had to be traversed many times.

This led to the following modification. The original algorithm first detected the window PIs, then the window POs. The current algorithm does the opposite: it performs a shallow topological traversal to detect the window POs followed by a deeper reverse-topological traversal from the POs to find the window PIs. The topological traversal is performed with a fanout limit set to 10. The limit stops the traversal at multiple-fanout nodes and declares them as window POs because they are unlikely to yield any observability don’t-care-cases due to many outgoing paths. After this modification, windowing, which previously took about 75% of runtime on some benchmarks, now takes on average 5%.

Another important improvement, reflected in the pseudo-code in Figure 3.1.1, is that only those window POs are computed that have reconvergence involving the pivot node and the window PIs. The POs without reconvergence should not be included in the window because they do not contribute don’t-care-cares.

Once the window for a node is constructed, this window is considered as the network for the purpose of don’t-care computation. For this reason, in the rest of the paper, don’t-care computation is considered in the context of a network.

3.2 Computing Boolean divisors

Boolean divisors are all the nodes of a window that can be used as resubstitution candidates of the pivot node. Presented below is an outline of an efficient algorithm for collecting the divisors.

First, window PIs are divided into (a) those in the TFI node of the pivot node, and (b) the remainder. All nodes on paths between the pivot and PIs of type (a) are added to the set of divisors, excluding the node itself and the node’s MFFC (although it may be advantageous to include some of the MFFC nodes when re-synthesizing for delay). Second, other nodes of the window are added if their structural support has no window PIs of type (b).

A resource limit is used to control the number of collected divisors. In most cases, collecting up to 100 divisors works well in practice, while taking only about 5% of the resynthesis runtime.

3.3 Filtering resubstitutions using simulation

This subsection discusses selection of the resubstitution candidates using simulation. Given are (a) the node with its function \(f(x)\) and care set \(C(x)\), (b) a target fanin of the node, \(p(f)\), and (c) a set of candidate divisors, \(\{d_j(x)\}\). The goal is to find sets of resubstitution candidates, \(\{g_i(x)\}\), which include all fanins except \(p(f)\) and possibly one or two divisors from the set \(\{d_j(x)\}\), such that function \(f(x)\) can be re-expressed in terms of \(\{g_i(x)\}\).

First, random and/or guided simulation is performed to find two sets of the PI patterns, each containing \(N\) patterns. Patterns in both sets are in the care set: \(C(x) = 1\). Patterns in the first (second) set belong to the on-set (off-set) of node’s function: \(f(x) = 1 (0)\). The number \(N\) determines the amount of simulation performed. In our current experiments, \(N\) varies between 64 and 256.

For some nodes, random simulation does not produce enough patterns of some type. In this case, a SAT solver and distance-1 simulation from counter-examples is used to enumerate through the patterns of the type that is hard to obtain.

Next, the patterns from the two sets are paired, and bit-matrices composed of \(N^2\) entries are constructed for the target node, its fanins, and the candidate divisors. An entry \((i, j)\) of a matrix is set to 1 if the corresponding node distinguishes pattern \(i\) in the first set from pattern \(j\) in the second set, i.e., different values for these patterns are produced by simulation. By construction, the bit-matrix of the pivot node is filled with 1s.

The bit-matrix for a node is a handy representation of the minterm pairs distinguished by the node global function. Filtering of candidates is done using the necessary and sufficient condition of resubstitution, formulated in Section 2.3. Thus, the bitwise-OR of bit-matrices is created for all fanins of the node, except \(p(f)\). If the resulting bit-matrix is all 1s, the fanin \(p(f)\) might be removable without the need to add other nodes as fanins. If not, the divisors are scanned for a node (or a combination of nodes) that fills in the remaining 0’s of the result. Thus, a node of this type, taken together with the remaining fanins, distinguishes all minterm pairs distinguished by the original node. All such nodes are collected and used to construct as many resubstitution candidate sets by combining them with the remaining fanins.

This simulation method can be formulated in terms of SPFDs, as presented in [16]. Approaches based on a similar type of simulation include [20] and [24].

3.4 Checking resubstitution using SAT

Checking the legality of a candidate resubstitution set for function \(f\) is performed by generating a SAT instance, which reflects the condition of resubstitution formulated in Section 2.3.

Figure 3.3 shows the circuit representation of the SAT instance. The left and right parts of the figure show structurally identical logic cones for the care set \(C\), the node’s function \(f\), and candidate functions \(\{g_i\}\) expressed using variables \(x_1\) and \(x_2\). A specific assignment of variables \(x_1\) and \(x_2\) represents two minterms. The circuitry in the middle expresses the condition that the functions \(\{g_i\}\) produce equal values for these minterms. The output of \(f\) is set to 1 on the left and 0 on the right, meaning that \(f\) takes different values for these minterms. Finally, the left and right care sets \(C\) are set to 1 to reflect that both minterms are in the care set.

If the SAT instance is satisfiable, then resubstitution with the given functions \(\{g_i\}\) in the candidate set does not exist, and the computation moves on to check other candidate sets. If the SAT instance is unsatisfiable, the resubstitution is proved to exist.
3.5 Deriving dependency function using SAT

The next goal is to find function $h(g)$, such that $h(g(x))$ can replace $f(x)$ on the care set $C(x)$, that is, $C(x) \Rightarrow [h(g(x)) = f(x)]$. The dependency function $h(g)$ expresses the node in terms of $g$. It can be used to simplify or restructure the network.

Previously the computation of $h(g)$ is done using SOPs [22], BDDs [8], SPFDs [4] or by enumerating satisfying assignments of a SAT problem [13]. Instead, we follow the approach of [9], which relies on interpolation (see Section 2.5). The advantage of using interpolation is that $h(g)$ is computed as a by-product of checking feasibility of a resubstitution candidate.

To compute the interpolant implementing the dependency function $h(g)$, the clauses of the SAT instance are divided into subsets $A$ and $B$, as shown in Figure 3.3 using the dashed line. In this case, the common variables are the outputs of the functions $g$. They constitute the support of the resulting dependency function.

The proof of unsatisfiability needed for interpolation is generated as shown in [7]. For this, the SAT solver [5] is minimally modified (by adding 5 lines of code) to save both the original problem clauses and the learned clauses derived by the solver. If the instance is unsatisfiable, the last clause derived is the empty clause, which is also added to the set of saved clauses.

The interpolation package works on the set of all clauses, partitioned into three subsets: clauses of $A(x,y)$, clauses of $B(y,z)$, and the learned clauses. It considers the learned clauses in the order of their generation. For each learned clause, a fragment of the resolution proof is computed and converted into an interpolant on-the-fly. The interpolant of the last (empty) clause is returned.

Since in most applications (for example, netlist rewiring) the support of the dependency function is small (and equal to the largest node size plus some additional inputs), the interpolant can be computed using truth tables. This is in contrast to the general case when the interpolant is constructed as a multi-level circuit. The above approach is efficient for typical SAT instances encountered in checking resubstitution. In our experiments, the runtime of interpolation did not exceed 5% of the total runtime.

3.6 Resynthesis heuristics

These heuristics express the goal of resynthesis in terms of the type of resubstitutions attempted. Before resynthesis begins, the network is scanned to find (a) the set of nodes that will be targeted by resubstitution, (b) the priority of the targets. The targets are considered in the order of their priority. For each target, a window is computed and a set of candidate divisors is collected (using resource limits). The candidate divisors are the nodes whose support is a subset of the window PIs and whose arrival time does not exceed the required time of the targeted node. For each learned clause, a fragment of the resolution proof is computed and converted into an interpolant on-the-fly. The interpolant of the last (empty) clause is returned.

Since in most applications (for example, netlist rewiring) the support of the dependency function is small (and equal to the largest node size plus some additional inputs), the interpolant can be computed using truth tables. This is in contrast to the general case when the interpolant is constructed as a multi-level circuit. The above approach is efficient for typical SAT instances encountered in checking resubstitution. In our experiments, the runtime of interpolation did not exceed 5% of the total runtime.

3.6.3 Delay minimization

Delay optimization is performed by detecting timing critical nodes, i.e. nodes present on some critical paths from the PIs to the POs. The priority of a node depends on the number of critical paths the node is presently on. For each timing critical node, the timing critical fanins are targeted by resubstitution.

4 Experimental results

The new SAT-based resynthesis package based on windowing, resubstitution, SAT solving, and interpolation, described in the present paper, was implemented in ABC [2]. The SAT solver used is a modified version of MiniSat-C v1.14.1 [5].

The following ABC commands are included in the scripts used to collect the experimental results targeting the total net count:

- *imfs* is the new logic optimization and resynthesis engine described in the present paper.
- *imfs* is a modified version of MiniSat-C v1.14.1 [5].
- *imfs* is the new logic optimization and resynthesis engine described in the present paper.
- *imfs* is a modified version of MiniSat-C v1.14.1 [5].

The benchmarks used in this experiment are a set of 20 industrial designs ranging in size from 800 to 20K 6-LUTs.

The experiments were run on an Intel Xeon 2-CPU 4-core computer with 8Gb of RAM. The resulting networks were all verified using the combinational equivalence checker in ABC.

The ratios in the tables are the geometric averages of the 20 different orderings (column “PIs”) and primary outputs (column “POs”) for each benchmark example. “LUTs”, “Levs”, and “Nets” denote the number of LUTs, LUT levels, and nets respectively.

Table 4.1 shows the results of FPGA mapping into 6-LUTs with 16 priority cuts per node. The script “imfs –a –W 66” was used in this case. The right part of Table 4.1 shows the results when this mapping is further re-synthesized using the post processing script “imfs –W 66; imfs –a –W 66; imfs –W 66”. Note that *imfs* works directly on a mapped netlist. By default, *imfs* minimizes the number of nets. Switch –a enables resynthesis for area. Switch –W 66 indicates that resynthesis should use 6 fanin levels and 6 fanout levels.

Table 4.2 shows the results of FPGA mapping into 6-LUTs, using 16 priority cuts per node, in the presence of structural choices. To get these results, in the left part of the table, three iterations of script “choice; f” were applied, and the best result was selected. The right part of Table 4.2 was obtained by running “choice; f” and then executing three iterations of resynthesis, where an iteration ran *imfs* several times, followed by “choice; f”. Again, the best result of the three iterations was selected.

One application of command *imfs* took several minutes for the largest designs in the set. The runtime was noticeably slower for two XOR-rich circuits present in the benchmark set. This runtime degradation is being studied.

The ratios in the tables are the geometric averages of the corresponding ratios reported in the columns. The ratios show that, without structural choices, the LUT count was reduced by resynthesis on average by 2.2%, the net count was reduced by 4.0%, and delay by 0%. When structural choices were used, the improvements were 3.3%, 4.5%, and 3.0%, respectively.
The last line of Table 4.2 compares using the combination of both choosing and resynthesis versus without both. The gains are 4.9% in LUTs, 14.0% in delay, and 5.5% in the net count.

Actually, when applying the algorithm to small public benchmarks, we observed larger reductions than the percentages reported above. However, we chose to experiment with real industrial designs after a good-quality technology mapping, to replicate the use of resynthesis in an industrial setting.

5 Conclusions and future work

The paper proposes an integrated of logic optimization before technology mapping with a new post-mapping resynthesis method. The algorithms used in the integrated solution were selected based on their scalability and efficient implementation. They include improved algorithms for structural analysis (windowing), simulation, and new ways of exploiting don’t-cares.

A SAT solver was used to perform all aspects of Boolean functions manipulation during resynthesis. In particular, it was shown how an optimized implementation of a node can be computed directly using interpolation, without first explicitly computing a don’t-care set and then minimizing the logic function with this don’t-care.

Future work will include:
- Better integration of SAT counter-examples and simulation.
- Fine-tuning resynthesis focused on delay, placement, and other cost function.
- Using bi-decomposition [12] to perform resynthesis with don’t-cares to minimize the total number of AIG nodes.
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Table 4.1. Resynthesis after FPGA mapping without choices (K = 6).

<table>
<thead>
<tr>
<th>Design</th>
<th>Statistics</th>
<th>FPGA mapping</th>
<th>FPGA mapping followed by resynthesis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PI</td>
<td>PO LUTs Levs Nets</td>
<td>LUTs Ratio Levs Ratio Nets Ratio</td>
</tr>
<tr>
<td>1</td>
<td>3825</td>
<td>2029 3239 6 15052</td>
<td>3179 0.9815 6 1.00 14614 0.9709</td>
</tr>
<tr>
<td>2</td>
<td>10890</td>
<td>10360 17328 7 80033</td>
<td>17054 0.9842 7 1.00 77707 0.9709</td>
</tr>
<tr>
<td>3</td>
<td>1544</td>
<td>44 1707 8 8196</td>
<td>1683 0.9859 8 1.00 7649 0.9333</td>
</tr>
<tr>
<td>4</td>
<td>361</td>
<td>323 2308 12 11146</td>
<td>2255 0.9770 12 1.00 10890 0.9770</td>
</tr>
<tr>
<td>5</td>
<td>25237</td>
<td>18422 20679 5 86020</td>
<td>20603 0.9963 5 1.00 85157 0.9900</td>
</tr>
<tr>
<td>6</td>
<td>7782</td>
<td>5836 6965 7 25896</td>
<td>6737 0.9673 7 1.00 24679 0.9530</td>
</tr>
<tr>
<td>7</td>
<td>399</td>
<td>232 920 12 4634</td>
<td>902 0.9804 12 1.00 4431 0.9562</td>
</tr>
<tr>
<td>8</td>
<td>918</td>
<td>538 1978 16 10194</td>
<td>1912 0.9666 16 1.00 9349 0.9171</td>
</tr>
<tr>
<td>9</td>
<td>913</td>
<td>824 1504 4 7185</td>
<td>1482 0.9854 4 1.00 6944 0.9665</td>
</tr>
<tr>
<td>10</td>
<td>8868</td>
<td>5860 7406 4 29525</td>
<td>7382 0.9968 4 1.00 29334 0.9935</td>
</tr>
<tr>
<td>11</td>
<td>1426</td>
<td>1347 4000 9 20389</td>
<td>3757 0.9393 9 1.00 18565 0.9105</td>
</tr>
<tr>
<td>12</td>
<td>10994</td>
<td>7375 11084 7 48252</td>
<td>11053 0.9772 7 1.00 47830 0.9913</td>
</tr>
<tr>
<td>13</td>
<td>996</td>
<td>516 1112 8 5186</td>
<td>1083 0.9739 8 1.00 4928 0.9503</td>
</tr>
<tr>
<td>14</td>
<td>7155</td>
<td>4620 9958 9 47666</td>
<td>9846 0.9888 9 1.00 46128 0.9677</td>
</tr>
<tr>
<td>15</td>
<td>11400</td>
<td>10896 14063 9 55110</td>
<td>13853 0.9851 9 1.00 53351 0.9681</td>
</tr>
<tr>
<td>16</td>
<td>7685</td>
<td>4868 9306 12 43806</td>
<td>9066 0.9742 12 1.00 42045 0.9598</td>
</tr>
<tr>
<td>17</td>
<td>1989</td>
<td>1376 3815 13 19694</td>
<td>3729 0.9775 13 1.00 18931 0.9613</td>
</tr>
<tr>
<td>18</td>
<td>4126</td>
<td>3358 4832 7 22099</td>
<td>4788 0.9909 7 1.00 21608 0.9778</td>
</tr>
<tr>
<td>19</td>
<td>1446</td>
<td>1000 2106 11 10394</td>
<td>2073 0.9843 11 1.00 10005 0.9626</td>
</tr>
<tr>
<td>20</td>
<td>580</td>
<td>493 816 4 3887</td>
<td>766 0.9387 4 1.00 3579 0.9208</td>
</tr>
</tbody>
</table>

Ratio 0.9780 1.00 0.9600

Table 4.2. Resynthesis after FPGA mapping with choices (K = 6).

<table>
<thead>
<tr>
<th>Design</th>
<th>Statistics</th>
<th>FPGA mapping</th>
<th>FPGA mapping followed by resynthesis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PI</td>
<td>PO LUTs Levs Nets</td>
<td>LUTs Ratio Levs Ratio Nets Ratio</td>
</tr>
<tr>
<td>1</td>
<td>3825</td>
<td>2029 3239 6 15052</td>
<td>3179 0.9815 6 1.00 14614 0.9709</td>
</tr>
<tr>
<td>2</td>
<td>10890</td>
<td>10360 17328 7 80033</td>
<td>17054 0.9842 7 1.00 77707 0.9709</td>
</tr>
<tr>
<td>3</td>
<td>1544</td>
<td>44 1707 8 8196</td>
<td>1683 0.9859 8 1.00 7649 0.9333</td>
</tr>
<tr>
<td>4</td>
<td>361</td>
<td>323 2308 12 11146</td>
<td>2255 0.9770 12 1.00 10890 0.9770</td>
</tr>
<tr>
<td>5</td>
<td>25237</td>
<td>18422 20679 5 86020</td>
<td>20603 0.9963 5 1.00 85157 0.9900</td>
</tr>
<tr>
<td>6</td>
<td>7782</td>
<td>5836 6965 7 25896</td>
<td>6737 0.9673 7 1.00 24679 0.9530</td>
</tr>
<tr>
<td>7</td>
<td>399</td>
<td>232 920 12 4634</td>
<td>902 0.9804 12 1.00 4431 0.9562</td>
</tr>
<tr>
<td>8</td>
<td>918</td>
<td>538 1978 16 10194</td>
<td>1912 0.9666 16 1.00 9349 0.9171</td>
</tr>
<tr>
<td>9</td>
<td>913</td>
<td>824 1504 4 7185</td>
<td>1482 0.9854 4 1.00 6944 0.9665</td>
</tr>
<tr>
<td>10</td>
<td>8868</td>
<td>5860 7406 4 29525</td>
<td>7382 0.9968 4 1.00 29334 0.9935</td>
</tr>
<tr>
<td>11</td>
<td>1426</td>
<td>1347 4000 9 20389</td>
<td>3757 0.9393 9 1.00 18565 0.9105</td>
</tr>
<tr>
<td>12</td>
<td>10994</td>
<td>7375 11084 7 48252</td>
<td>11053 0.9772 7 1.00 47830 0.9913</td>
</tr>
<tr>
<td>13</td>
<td>996</td>
<td>516 1112 8 5186</td>
<td>1083 0.9739 8 1.00 4928 0.9503</td>
</tr>
<tr>
<td>14</td>
<td>7155</td>
<td>4620 9958 9 47666</td>
<td>9846 0.9888 9 1.00 46128 0.9677</td>
</tr>
<tr>
<td>15</td>
<td>11400</td>
<td>10896 14063 9 55110</td>
<td>13853 0.9851 9 1.00 53351 0.9681</td>
</tr>
<tr>
<td>16</td>
<td>7685</td>
<td>4868 9306 12 43806</td>
<td>9066 0.9742 12 1.00 42045 0.9598</td>
</tr>
<tr>
<td>17</td>
<td>1989</td>
<td>1376 3815 13 19694</td>
<td>3729 0.9775 13 1.00 18931 0.9613</td>
</tr>
<tr>
<td>18</td>
<td>4126</td>
<td>3358 4832 7 22099</td>
<td>4788 0.9909 7 1.00 21608 0.9778</td>
</tr>
<tr>
<td>19</td>
<td>1446</td>
<td>1000 2106 11 10394</td>
<td>2073 0.9843 11 1.00 10005 0.9626</td>
</tr>
<tr>
<td>20</td>
<td>580</td>
<td>493 816 4 3887</td>
<td>766 0.9387 4 1.00 3579 0.9208</td>
</tr>
</tbody>
</table>

Ratio 0.9780 1.00 0.9600