and $T_{t}$ and the technology parameters. For all cases, we observe that the total latency is not significantly higher than the minimum source-sink delay of 2739 ps (from Table I).

## VI. Conclusion

Automated buffered routing is a necessity in modern very large-scale integration design. The contributions of this paper are two new problem formulations for buffered routing for single- and multiple-clock domains. Both of these formulations address problems that will become more prominent in future designs. Any computer-aided design (CAD) tools currently performing buffer insertion will eventually have to deal with synchronizer insertion. Furthermore, any SoC routing CAD tools will have to handle routing across multiple clock domains due to the increasing use of IPs.
We solve both problems optimally in polynomial time via the RBP and GALS algorithms that build upon the fast path algorithm of [17]. Experimental results validate the correctness and practicality of the two algorithms for an aggressive technology.
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Abstract-Symmetry detection in completely specified Boolean functions is important for several applications in logic synthesis, technology mapping, binary decision diagram (BDD) minimization, and testing. This paper presents a new algorithm to detect four basic types of two-variable symmetries. The algorithm detects all pairs of symmetric variables in one pass over the shared BDD of the multioutput function. The worst case complexity of this method is cubic in the number of BDD nodes, but on typical logic synthesis benchmarks the complexity appears to be linear. The computation is particularly efficient when the functions have multiple symmetries or no symmetries. Experiments show that the algorithm is faster than other known methods, and in some cases achieves a speedup of several orders of magnitude.

Index Terms-Binary decision diagrams (BDDs), Boolean functions, recursive procedures, symmetric variables, symmetry, zero-suppressed binary decision diagrams (ZBDDs).

## I. INTRODUCTION

The problem of symmetry detection in Boolean functions has a long history and many applications, such as functional decomposition in technology-independent logic synthesis [6], [9], [11], Boolean matching in technology mapping [12], [13], and binary decision diagram (BDD) minimization [21].

Early methods to detect symmetries are based on checking the equality of two-variable cofactors of the function $F_{01}=F_{10}$ and $F_{00}=F_{11}$. Decomposition charts [18] and truth tables [4] have been used to compute and compare cofactors. Representing functions using BDDs [1] improved the efficiency of cofactor computation. However, computing multiple cofactor pairs is still expensive for large functions because repeated cofactoring leads to creating and deleting a large number of intermediate BDD nodes. In this paper, cofactor checking is referred to as the nä̈ve method to detect symmetries.
To bypass the cofactor computation, recent more sophisticated approaches use dynamic BDD variable reordering [19], generalized Reed-Muller forms [23], and analysis of shared BDDs [16]. The latter approach was recently successfully applied to BDD minimization in [21].

Here we review the symmetry detection algorithm described in [16] and [21] as the most computationally efficient. This algorithm is based on the observation that the absence of symmetry between a pair of variables can, in many cases, be discovered without computing and comparing the cofactors. To prove the absence of symmetry counting

[^0]minterms as well as several other specialized traversals of the shared BDDs are performed. These traversals are relatively fast because they only explore the available BDD structure, without building new BDD nodes. In the end, the naïve symmetry check is applied to those variable pairs for which the existence of symmetry could not be disproved. This method is faster than the naïve method applied to all cofactor pairs. However, it has the following limitations, which become noticeable for functions with many inputs and large BDDs.

- It involves multiple BDD traversals.
- It often requires a substantial number of cofactors to be checked using the naïve method.
- It takes a long time to process some functions to discover that they have no symmetries.
- It detects only one type of "classical" two-variable symmetry and does not detect other useful symmetry types (for example, singlevariable symmetries [6] or skew symmetries [23]).
The main contribution of this paper is in proposing a new algorithm for symmetry detection from the shared BDDs. This method improves on the previous approaches in several ways.
- It reduces the number of BDD traversals to one main traversal and several additional traversals performed from the main traversal.
- It is particularly efficient for benchmarks with few symmetries and no symmetries, leading to several order of magnitude speedups, compared to other methods.
- It can simultaneously (in one pass) detect four basic symmetries defined in [23].

The differences between the present work and the previous work [16], [21] are the following.

- The previous work is based on "negative thinking." It first detects as many nonsymmetric pairs as possible, and then uses the naïve check to prove that the remaining pairs are symmetric. The present work is based on "positive thinking." If the symmetries exist, they are detected and added to the set of computed symmetries. There is no search for the nonsymmetric variable pairs and no application of the naïve check to individually computed cofactor pairs.
- As evidenced by Table II in [21, p. 92], the most efficient component of the previous work is Idea 1 (counting minterms in the cofactors of the functions and proving nonsymmetric those variable pairs that have different minterm counts). The present work does not rely on minterm counting at all, neither explicitly nor implicitly.
- The present work is based on new BDD traversal procedures and uses symmetry graphs, represented by zero-suppressed binary decision diagrams (ZDDs), to efficiently store and manipulate the symmetry information.
A straightforward application of the proposed method computes symmetries individually for each output. A minor modification of the algorithm allows for the computation of symmetries that are common to all outputs, which is particularly useful for BDD minimization by variable reordering.
Several generalizations of the classical two-variable symmetries were proposed [2], [5], [10]. These methods incorporate classical two-variable symmetries as a particular case and use them to compute other symmetries. Therefore, the proposed efficient algorithm to compute two-variable symmetries can also be used to enhance the computation of the generalized symmetries.
The rest of the paper is organized as follows. Section II introduces definitions and theoretical foundations. Section III presents the new algorithm. Section IV discusses implementation issues. Section V presents the experimental results. Section VI concludes the paper.


## II. Background

Functions discussed in this paper are Boolean completely specified functions; variables are Boolean variables. The definitions and notations introduced in this section are based on [23].
The support of $F, \operatorname{supp}(F)$, is the set of all variables on which $F$ depends.
A cofactor of a function $F\left(\ldots, x_{i}, \ldots, x_{j}, \ldots\right)$ with respect to variables $x_{i}$ and $x_{j}$ is the function resulting from the substitution into $F$ of specific values for $x_{i}$ and $x_{j}$. For example, the cofactor of $F$ with respect to $x_{i}=0$ and $x_{j}=1$ is function $F(\ldots, 0, \ldots, 1, \ldots)$, which is denoted $F_{01}$.
The Shannon expansion represents function $F$ in the form $F=$ $\bar{x} F_{0}+x F_{1}$, where $F_{0}$ and $F_{1}$ are the negative and positive cofactors of the function F with respect to variable $x$.

Definition: Two variables $x_{i}$ and $x_{j}$ of function $\mathrm{F}\left(\ldots x_{i}, \ldots, x_{j}, \ldots\right)$ are symmetric if the function does not change when the variables are swapped

$$
\mathrm{F}\left(\ldots, x_{i}, \ldots, x_{j}, \ldots\right)=\mathrm{F}\left(\ldots, x_{j}, \ldots, x_{i}, \ldots\right)
$$

This symmetry is known as the classical symmetry, or the nonskew nonequivalence symmetry, denoted $x_{i} \mathrm{NE} x_{j}$. The definition of this symmetry translates into the following requirements for the cofactors of the functions $F_{01}=F_{10}$.
Other relationships among the two-variable cofactors lead to other symmetry types. Requiring the equality of $F_{00}=F_{11}$ yields the nonskew equivalence symmetry, denoted $x_{i} E x_{j}$. Complementing one of the cofactors in the equalities $F_{01}=F_{10}$ and $F_{00}=F_{11}$ yields two skew symmetries: the skew nonequivalence symmetry, denoted $x_{i}$ !NE $x_{j}\left(F_{01}=\bar{F}_{01}\right)$, and the skew equivalence symmetry, denoted $x_{i}!E x_{j}\left(F_{00}=\bar{F}_{11}\right)$.

For completeness, two other ways of generalizing two-variable symmetries are mentioned. With four cofactors, $F_{00}, F_{01}, F_{10}$, and $F_{11}$, it is possible to create 12 different cofactor equalities (six equalities without complementation and six with complementation). Some of them simply state that the function does not depend on a variable. For example, $F_{00}=F_{01}$ means that the function does not depend on $x_{j}$. Such symmetries are called single-variable symmetries [6].
The above symmetries are defined using the relationship among cofactor pairs. Another generalization considers cofactor groups that may include more than two cofactors. This approach yields 30 different symmetries [5], [2], which subsume all previously defined two-variable symmetries. The concept of two-variable symmetries has also been extended to larger groups of variables [10], [15].
In this paper, we focus on the four basic two-variable symmetries: $\mathrm{NE}, E,!\mathrm{NE},!E$. The proposed method finds all pairs of symmetric variables. Using this information, larger groups of symmetric variables can be constructed by applying the transitivity.
Theorem 1 [23]: In each group of conditions below, any two of the three conditions imply the third, as follows.

| Group A: (1) $x_{i} \mathrm{NE} x_{j}$, | (2) $x_{j} \mathrm{NE} x_{k}$, | (3) $x_{i} \mathrm{NE} x_{k}$. |
| :--- | :--- | :--- |
| Group B: (1) $x_{i} \mathrm{E} x_{j}$, | (2) $x_{j} \mathrm{E} x_{k}$, | (3) $x_{i} \mathrm{NE} x_{k}$. |
| Group C: (1) $x_{i}!\mathrm{NE} x_{j}$, | (2) $x_{j}!\mathrm{NE} x_{k}$, | (3) $x_{i} \mathrm{NE} x_{k}$. |
| Group D: (1) $x_{i}!\mathrm{E} x_{j}$, | (2) $x_{j}!\mathrm{E} x_{k}$, | (3) $x_{i} \mathrm{NE} x_{k}$. |
| Group E: (1) $x_{i}!\mathrm{E} x_{j}$, | (2) $x_{j}!\mathrm{NE} x_{k}$, | (3) $x_{i} \mathrm{E} x_{k}$. |

Theorem 1 does not hold for incompletely specified Boolean functions.

Another useful property follows from the canonicity of the Shannon expansion.
Theorem 2 [23]: Let $F$ be a function and $x_{i}, x_{j}$, and $x_{k}$ be three variables belonging to the support of $F$. Function $F$ is symmetric in $x_{i}$


Fig. 1. Pseudocode of a generic recursive algorithm.
and $x_{j}$ with any symmetries belonging to the set $\{\mathrm{NE}, E,!\mathrm{NE},!E\}$ iff both cofactors of $F$ with respect to $x_{k}$ are symmetric in $x_{i}$ and $x_{j}$ with the same symmetries.

Next we define the symmetry graph, $G_{F}(V, E)$, which is used in this paper as a canonical representation of the symmetry information. The vertices of the symmetry graph correspond to variables in the support of the function, while the edges correspond to the two-variable symmetries. Each symmetry type corresponds to an edge type. Thus, if two variables have several symmetries, the corresponding vertices are connected by as many edges of different type.

Several graph operations are used in the sequel. The union and intersection are defined and denoted similarly to the set-theoretic union (U) and intersection $(\cap)$ of the sets of edges. The Cartesian product $(\times)$ of variable $x$ by a set of variables $Y$ results in a graph composed of edges connecting the vertex of variable $x$ with vertices of variables in $Y$.

Two operations on variable sets are considered, the set difference $(-)$ and the number of elements in the set (denoted by vertical bars, for example $|\mathrm{S}|$ ). Thus, the number of support variable is denoted $|\operatorname{supp}(F)|$.

The concepts "symmetry graph," "the set of edges in the symmetry graph," "symmetry information," and "the set of pair-wise variable symmetries" are used interchangeably in this paper.

## III. Symmetry Computation Algorithm

This section presents the main contribution of the paper, a recursive symmetry computation algorithm.

## A. Generic Recursive Procedure

The symmetry detection algorithm falls into a general category of recursive algorithms, which work by cofactoring the problem with respect to a variable, solving the resulting subproblems, and then deriving the solution of the initial problem. The pseudocode of the generic recursive procedure is shown in Fig. 1.

If decision diagrams [1], [14] are used to represent the input parameters of a recursive procedure, the partial results are cached to prevent multiple calls with the same input parameters. Caching is responsible for the reduction of computational complexity from exponential to polynomial in the sizes of the representation of the parameters. The cache lookup is typically placed before Step 2 and the cache insertion is placed before Step 5. To keep the pseudocode short, these steps are omitted in this paper.

## B. Computational Core

Recursive computation of symmetries is based on Theorem 2, which allows us to compute the symmetries of the function if the symmetries for the cofactors are known. The pseudocode shown in Fig. 2 illustrates this computation. The procedure ComputeSymmetries takes the function whose symmetries should be computed. The internal recursive procedure ComputeSymmetries_rec takes the function and a set of variables initialized to the support of the function. Both procedures return the symmetry graph, whose edges represent pair-wise symmetric variables.

```
symmgraph ComputeSymmetries(function F )
{
}
symmgraph ComputeSymmetries_rec( function F, varset V)
{
Step 1: if ( }F\mathrm{ is a constant function )
            return CompleteGraph(V);
Step 2: }\quadx=\operatorname{supp}(F)
    ( F F , F F ) = Cofactors(F,x ;
Step 3: RemainingVars = supp(F)-x;
    So = ComputeSymmetries_rec( Fo, RemainingVars );
    if ( }\mp@subsup{S}{0}{\prime}=\varnothing\mathrm{ )
            S
        else
Step 4: }\quad\mp@subsup{S}{1}{}=\mathrm{ ComputeSymmetries_rec( }\mp@subsup{F}{1}{},\mathrm{ RemainingVars );
    Y = SymmetricVars( }\mp@subsup{F}{0}{},\mp@subsup{F}{1}{}\mathrm{ , RemainingVars );
        S}=x\timesY
        S
        S=(S0\capS S \cup U S \cup S ;
Step 5: return S;
}
```

Fig. 2. Pseudocode of symmetry computation core.

Step 1) Procedure ComputeSymmetries_rec checks the function for being a constant. The constant function is symmetric in all its variables. Therefore, the procedure returns the complete symmetry graph with vertices representing variables in $V$. This graph has edges between all vertex pairs.
Step 2) Cofactoring $F$ with respect to variable $x \in \operatorname{supp}(F)$ is a standard operation. When BDDs are used to represent the function, cofactoring with respect to the topmost variable in $F$ is a constant time operation. Note that because $F$ is cofactored using a variable in its support, the cofactors, $F_{0}$ and $F_{1}$, are different Boolean functions. This is important for procedure SymmetricVars, used later in the pseudocode.
Step 3) Computing symmetries recursively is performed by calling ComputeSymmetries_rec with the cofactors and the variable set including the support of $F$ without the cofactoring variable $x$. However, if the first call returns no symmetries, the second call is skipped, because, according to Theorem 2, if one of the cofactors does not have symmetries, the function does not have symmetries as well.
Step 4) The solution of the problem is found by augmenting the intersection, $S_{0} \cap S_{1}$, with two symmetry graphs, $S_{2}$ and $S_{3}$. The intersection $S_{0} \cap S_{1}$ consists of edges common to both subgraphs. According to Theorem 2, only the symmetries of both cofactors are the symmetries of the function.
The additional symmetries have two distinct origins. The symmetries in $S_{2}$ involve the cofactoring variable $x$. These symmetries are not included in $S_{0}$ and $S_{1}$ because $x$ is not in the supports of the cofactors used in Step 3. Symmetries in $S_{2}$ are found by pairing $x$ with all variables $y \in Y$, such that $\left.F_{0}\right|_{y=1}=\left.F_{1}\right|_{y=0}$. The set $Y$ satisfying this condition is returned by procedure SymmetricVars. This step corresponds to finding all nonskew nonequivalence symmetries with variable $x$. The extension to compute other symmetries is discussed later.

The second part of the additional symmetries $\left(S_{3}\right)$ is due to those variables in $V$ that are not in the support of $F$. Pairs of these variables are symmetric as far as function $F$ is concerned. Note that initially procedure ComputeSymmetries_rec is called with $V$ equal to the support of $F$. In this case, the set of additional symmetries $S_{3}$ is empty. However, in later calls to ComputeSymmetries_rec, the support of a cofactor may not depend on all variables in RemainingVars. If set $V-\operatorname{supp}(F)$ includes at least two variables, the set of symmetries $S_{3}$ is not empty.

The algorithm in Fig. 2 is particularly efficient when applied to functions with multiple symmetries and no symmetries at all. The former is true because the BDDs of symmetric and nearly symmetric functions


Fig. 3. An example of symmetry computation.
varset SymmetricVars( function $G$, function $H$, varset $Y$ )
Step
Step 1: if $(G=H)$
return $Y$;
if ( $\mathrm{G}=$ const and $\mathrm{H}=$ const )
return $\varnothing$;
Step 2: $\quad z=\operatorname{Var}(Y)$;
$\left(G_{0}, G_{1}\right)=$ Cofactors $(G, z)$;
( $H_{0}, H_{1}$ ) $=\operatorname{Cofactors}(H, z)$;
Step 3: $\quad R_{0}=\operatorname{SymmetricVars}\left(G_{0}, H_{0}, Y-z\right)$;
if ( $R_{0}=\varnothing$ )
$R_{1}=\varnothing ;$
else
$R_{1}=\operatorname{SymmetricVars}\left(G_{1}, H_{1}, Y-z\right)$;
$R=R_{0} \cap R_{1}$
if ( $G_{1}=H_{0}$ )
$R=R \cup z ;$
Step 5: return $R$;
${ }_{\}}$Step

Fig. 4. Computing the variables that are symmetric with a variable.
tend to be small and regular. This increases the cache hit rate and leads to faster processing. The situation when the function has no symmetries is detected early in the process. Thus, when the computation for one of the cofactors results in the empty set, the algorithm does not compute symmetries for the other cofactor. This shortcut leads to significant speedups for large benchmarks.

The worst case complexity of ComputeSymmetries_rec is cubic in the number of the BDD nodes, because the complexity of this procedure is linear while each call to Symmetric Vars, performed inside ComputeSymmetries_rec, has the worst case quadratic complexity. However, for benchmark functions, the experimentally observed runtime is close to linear in the number of the BDD nodes.
Example: The symmetry computation algorithm is illustrated for Boolean function $F=a b+\bar{c}+\bar{d}$. The tree of recursive calls to ComputeSymmetries_rec is in Fig. 3. Initially, ComputeSymmetries_rec is called with $F$ and its support: $\{a, b, c, d\}$. Cofactoring with respect to $a$ leads to two calls, with functions $F_{0}=\bar{c}+\bar{d}$ and $F_{1}=b+\bar{c}+\bar{d}$, etc. Note that the trivial cases with one variable in $V$ result in the empty set of symmetries, while the trivial calls with two variables in $V$ result in returning the variable pairs.

## C. Detecting Variables Symmetric With Variable

This section discusses procedure SymmetricVars with the pseudocode shown in Fig. 4. The procedure takes $F_{0}$ and $F_{1}$, the two
cofactors of $F$ with respect to $x$ and the set of candidate variables $Y$ (to avoid multiple indices, the cofactors are denoted $G$ and $H$ in the pseudocode). The procedure returns the subset of $Y$ such that, for each variable $z$ in this subset, $\left.F_{0}\right|_{z=1}=\left.F_{1}\right|_{z=0}$. It means that $z$ is symmetric with $x$ in the original function $F$.

Step 1) If functions $G$ and $H$ are equal, so are their cofactors. As a result, all variables in $Y$ satisfy the condition. If both functions $G$ and $H$ are (nonequal) constants, then their cofactors are never equal. In this case, the procedure returns the empty set.
Step 2) Any variable $z$ in $Y$ is selected and the functions are cofactored with respect to this variable.
Step 3) For a variable to belong to the solution, it should belong to the solution for both cofactors (this, again, follows from the canonicity of the Shannon expansion). So if one of the subproblems has the empty solution, there is no need to attempt solving another one. This is another shortcut, which accounts for efficient processing of functions without symmetries.
Step 4) The resulting set of variables is the intersection of the variable sets for the cofactors. Now we recall that $G=F_{0}$ and $H=F_{1}$. Therefore, condition $F_{01}=F_{10}$ translates into $G_{1}=H_{0}$. When this is true, variable $z$ is added to the resulting set. This completes the recursive call.

## D. Computing the Complete Graph

The complete graph can be computed using procedure Tuples $(V, i)$, where $i=2$. This procedure returns the set of subsets of $V$ composed of exactly $i$ elements. The pseudocode of this procedure can be found in [8, p. 66].

## E. Detecting Multiple Symmetry Types

The extension to treat multiple symmetry types is straightforward. In the pseudocode of ComputeSymmetries_rec, instead of implicitly checking condition $F_{01}=F_{10}$ for the existence of the nonskew nonequivalence symmetry in SymmetricVars, other conditions can be checked as well. Thus, checking condition $F_{00}=F_{11}$ detects the nonskew equivalence symmetry, while checking conditions $F_{01}=\bar{F}_{01}$ and $F_{00}=\bar{F}_{11}$ detects the skew nonequivalence and the skew equivalence symmetries, respectively.

TABLE I
Computation of Symmetries of Large mCNC Benchmarks

| Benchmark Statistics |  |  |  | Symmetries |  | Runtime, s |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| name | ins | outs | \|BDD| | pairs | ratio,\% | reading | naïve | old | new | [16] | [21] | [23] |
| alu2 | 10 | 6 | 231 | 4 | 3.17 | 0.01 | 0.01 | 0.01 | 0.01 | - | - | - |
| alu4 | 14 | 8 | 1182 | 6 | 1.71 | 0.02 | 0.02 | 0.01 | 0.01 | - | - | - |
| dalu | 75 | 16 | 1402 | 982 | 7.83 | 0.55 | 0.92 | 0.16 | 0.07 | 32.5 | 0.60 | - |
| des | 256 | 245 | 3238 | 1264 | 6.95 | 1.57 | 0.51 | 0.27 | 0.05 | 52.5 | 5.60 | 3.60 |
| frg2 | 143 | 139 | 1907 | 1353 | 9.32 | 0.18 | 0.23 | 0.10 | 0.02 | 5.3 | 2.70 | 14.15 |
| i10 | 257 | 224 | 49387 | 3746 | 3.39 | 20.48 | 285.42 | 3.89 | 1.63 | - | - | - |
| k2 | 45 | 45 | 1316 | 338 | 3.61 | 0.22 | 0.57 | 0.04 | 0.07 | - | - | - |
| pair | 173 | 137 | 4976 | 1910 | 5.24 | 3.29 | 2.08 | 0.65 | 0.08 | - | 3.80 | - |
| rot | 135 | 107 | 6004 | 364 | 1.87 | 1.78 | 7.12 | 0.32 | 0.14 | - | 5.70 | - |
| too large | 38 | 3 | 839 | 17 | 0.92 | 0.18 | 0.20 | 0.01 | 0.02 | 3.8 | 0.50 | - |
| C1355 | 41 | 32 | 29578 | 0 | 0.00 | 18.64 | 61.45 | 52.96 | 0.02 | - | 2.90 | - |
| C1908 | 33 | 25 | 9519 | 248 | 2.23 | 1.13 | 4.71 | 2.08 | 0.06 | 1126.5 | 0.70 | - |
| C2670 | 233 | 140 | 4971 | 1547 | 4.78 | 2.84 | 25.63 | 3.25 | 0.16 | - | 7.20 | - |
| C3540 | 50 | 22 | 24475 | 81 | 0.60 | 16.43 | 27.36 | 1.14 | 0.67 | - | 3.00 | - |
| C432 | 36 | 7 | 1226 | 0 | 0.00 | 0.11 | 0.86 | 0.04 | 0.01 | 23.2 | - | - |
| C499 | 41 | 32 | 27472 | 0 | 0.00 | 3.59 | 57.03 | 51.18 | 0.02 | - | 4.00 | - |
| C 5315 | 178 | 123 | 2492 | 521 | 0.83 | 1.38 | 2.79 | 0.84 | 0.13 | 636.7 | 2.10 | - |
| C7552 | 207 | 108 | 10674 | 1879 | 1.31 | 8.14 | 42.77 | 13.19 | 0.32 | - | 9.30 | - |
| C880 | 60 | 26 | 17755 | 262 | 4.01 | 1.81 | 8.48 | 0.34 | 0.19 | 7.7 | - | - |
| Total |  |  |  |  |  | 82.35 | 528.16 | 130.48 | 3.68 |  |  |  |
| Ratio, \% |  |  |  |  |  | 16.0 | 100.0 | 24.7 | 0.7 |  |  |  |

The only part of the pseudocode in Figs. 2 and 4 that depends on a symmetry type is Steps 1 and 4 of the procedure Symmetric Vars. When checking for skew symmetries, Step 1 should be modified to check $G=\bar{H}$. Furthermore, in Step 4, a variable should be added to the resulting set $R$ when $G_{0}=H_{1}$ (to check for the nonskew equivalence symmetry) or when $G_{1}=\bar{H}_{0}$ and $G_{0}=\bar{H}_{1}$ (to check for the skew nonequivalence and the skew equivalence symmetries, respectively).

All four symmetry types can be computed by a modified version of SymmetricVars. In this case, the procedure returns four sets of variables symmetric with a variable. Each set corresponds to each of the four basic symmetry types. The next subsection shows an efficient implementation of the procedure simultaneously returning four sets of variables.

## IV. Implementation Issues

In the implementation of symmetry computation, BDDs [1] represent Boolean functions and ZDDs [14] represent variable sets and symmetry graphs. This choice is motivated by the following practical considerations.

Using BDDs to represent the functions allows for a type of computation, which only explores the BDD structure without modifying it. The algorithms in Figs. 2 and 4 work without building new BDD nodes. This makes the proposed implementation very fast, as evidenced by a similar implementation of operator ITE_constant [7]. Additionally, using BDDs allows for efficient caching of the intermediate results across multiple recursive calls.

ZDDs, on the other hand, provide a canonical representation for the combinatorial sets. The set representation can be extended to represent symmetry graphs. A graph is seen as a set of pairs of vertices connected by edges. This representation is used to solve a variety of graph optimization problems [3]. Note that the ZDD representation of graphs corresponds to the graph representation by adjacency lists, while the better-known BDD representation of graphs by transition relations corresponds to the representation of graphs by the adjacency matrix. For symmetry computation, the ZDD representation is more natural because it does not require encoding of the graph vertices necessary for
the construction of the transition relation. Also, symmetry graphs are typically sparse, which makes the sizes of representations using ZDDs significantly smaller.

In the ZDD representation, two variables are used for each primary input variable of the function. These variables stand for the positive and the negative literals. These two ZDD variables can be used to efficiently represent four variable sets. Given four types of symmetries among two primary input variables, the symmetry types can be encoded as follows: $11,10,01$, and 00 . The first number stands for the literal (positive or negative) of the first variable, similarly for the second number.

It should be noted that, although the algorithm does not build new BDD nodes, a small number of ZDD nodes is created to manipulate the symmetry graphs and the variable sets in the recursive procedures. However, the experiments show that the increase in the number of ZDD nodes is negligible, compared to the size of the shared BDDs of the original functions. The shared BDDs are constructed only once at the beginning, possibly with the use of dynamic BDD variable reordering. They are not modified during the symmetry computation.

## V. Experimental Results

The proposed algorithm was implemented in C with CUDD Decision Diagram Package [22]. The source code is available as part of EXTRA Library [17]. Table I summarizes the experiments conducted using the largest MCNC benchmark circuits [24]. The program was run on a $933-\mathrm{MHz}$ Pentium III PC under MS Windows 2000. The memory requirements of the algorithm amounted to less than $10 \%$ of the memory allocated by the CUDD package to construct the shared BDDs of the benchmark functions.

The following notation is used in Table I. The first four columns show the benchmark parameters: the name, the number of inputs and outputs, and the number of BDD nodes after reading and reordering by the sifting algorithm [22]. The next two columns show information about symmetries. Column "pairs" gives the total number of all classical nonequivalent symmetric variable pairs in all outputs. Column "ratio" lists the percentage of symmetric pairs to the total number of variable pairs in all outputs. The values in column "ratio" were the same
for all the tested algorithms, and equal to the results reported in the last columns of Table II in [16]. The fact that the symmetry information computed using all the available algorithms is identical is the evidence of the correctness of the proposed implementation.
The right part of Table I compares the runtimes of several symmetry computation algorithms. Column "reading" gives the CPU time needed to read the benchmark file, construct the BDD, and perform the reordering. Other columns show the time needed to compute the symmetries from the shared BDD.
Column "naïve" shows the runtime of the naïve algorithm, which derives the two-variable cofactors for all variable pairs and checks their equality. Column "old" shows the runtime of an implementation using CUDD of the symmetry detection algorithm reported in [16]. Column "new" shows the runtime of the algorithm presented in this paper. These three algorithms have been run independently, to prevent the reuse of computed results stored in the internal cache of the CUDD package.
The last three columns show the runtime of symmetry detection reported in [16], [21], and [23] using SPARC Station 2, SPARC Station 20, and DEC5000, respectively. The dash in the column of the table means that the results are not available in the above publications.

Several words should be said about the fairness of these comparisons. The settings of the experiments conducted in [16] exactly correspond to our settings. However, a different BDD package was used, and the computer employed in 1993 (SPARC Station 2) was slower. In order to compare the performance using the same BDD package and the same computer, this algorithm was reimplemented with CUDD. The runtime of this implementation is reported in column "old."

The experiment conducted in [21] differs from the experiment in this paper. However, the difference does not devalue the comparison. The goal of symmetry detection in [21] is to minimize the BDD representation for partially symmetric functions. Therefore, only the symmetric variable pairs, which are common for all outputs, are computed and reported in [21]. Computing common symmetries is considerably simpler than computing symmetries for individual outputs (the way it was done by the proposed algorithm) because if a variable pair is proved to be nonsymmetric for one output, there is no need to test the same pair for other outputs.
Finally, the experiment in [23] was performed using small benchmarks. These benchmarks are not listed in Table I (except "des" and "frg2") because the proposed algorithm takes less than 0.01 s to process them. It should also be noted that runtimes in [23] are given for single outputs of the benchmark function (output \#120 for benchmark "des," and output \#134 for benchmark "frg2"), while runtimes of other algorithms refer to all outputs of these benchmarks.

## VI. Conclusion

In this paper, a new algorithm is presented to compute pair-wise symmetries of completely specified Boolean functions. The algorithm can be briefly characterized as follows.

- It works on the shared BDD of multioutput functions and computes the symmetry information for each output individually. The worst case complexity of the algorithms is cubic in the number of BDD nodes, but close to linear for the practical benchmarks.
- It exploits the compactness and canonicity of the ZDD representation of the combinatorial sets to store the symmetry information computed for a node in the shared BDD.
- It computes four types of two-variable symmetries: the nonequivalence symmetries and equivalence symmetries; both can be skewed and nonskewed.
- It is particularly efficient when applied to multioutput Boolean functions with multiple symmetries or no symmetries at all (see benchmarks "c432," "c499," "c1355" in Table I).

Experimental results show that the overall performance of the algorithm is significantly better than other algorithms reported in the literature.
Future work in this area includes extensions of the algorithms to generalized symmetries [2], [5], [10] and applications to improve the quality of functional decomposition and speedup Boolean matching.
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