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ABSTRACT | With semiconductor technology feature size scal-

ing below 100 nm, mixed-signal design faces some important

challenges, caused among others by reduced supply voltages,

process variation, and declining intrinsic device gains. Addres-

sing these challenges requires innovative solutions, at the

technology, circuit, architecture, and design-methodology

level. We present some of these solutions, including a struc-

tured platform-based design methodology to enable a mean-

ingful exploration of the broad design space and to classify

potential solutions in terms of the relevant metrics.
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I . INTRODUCTION

The Bsystems-on-chip[ (SoC) concept has been quite

successful, particularly in the digital arena. Hundreds of

designs combining numerous processors, configurable and

dedicated accelerators, I/O interfaces, and on-chip net-

works have been designed, fabricated, and brought to

market. Reduction of overall system cost, chip size, and
power together with performance increase have been the

main driving force behind this continuing integration of

functionality onto a single die. Yet, true SoC integration

requires not only the inclusion of the digital computing,

but also a seamless integration of the mixed-signal (MS)

processing that embodies the periphery to the outside

world and the environment. Some very complex and

sophisticated mixed-signal SoCs have been designed and

manufactured over the past few years. This is true in the

domain of wireless and/or wireline communications,

where cost considerations have led to the combination of

high-frequency RF components, high-performance analog,
and complex digital functionality [1]–[3]. Besides cost

reductions, SoC integration has led to some additional

rewardsVfor example, lower jitter and phase noise is

attainable by not having to go off chip, and large power

savings can be achieved by eliminating two low-voltage

differential signaling (LVDSVan interconnect standard)

interfaces for high-performance analog–digital converters

(ADCs), to name some. Yet, each of these mixed-signal
SoCs is typically the result of a painstakingly executed and

time-consuming custom design process. Most MS modules

are still custom designed using tool flows that are only

modestly more advanced than the ones we used over the

last decades. Reuse of modules, design exploration, and the

adoption of higher abstraction levels, going beyond logic

synthesisVtechniques that have been proven to be so

effective in the digital worldVhave made little inroad.
Analog building blocks are still Bdropped[ into the SoCs as

hard macros, and integration of analog modules is limited

to medium-performance hard-wired blocks with frozen

layouts.

If the situation is difficult today, all indications are that

in the future the integration of analog and RF components

using an SoC design style will be next to impossible both

economically and technically, if we do not change radically
the way we think about mixed-signal design. Technology

scaling, which is primarily driven by the digital compo-

nents, is making the life of the mixed-signal designer

increasingly harder. Power and reliability concerns require

a scaling of the supply voltage proportional to the scaling in

feature sizes (even though this is bound to saturate in the

near future). This dramatically reduces the design margins
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available to the analog designer. Design margins are
further compromised by the increase in process variability,

which is becoming pronounced in the sub-100-nm space.

These technical difficulties make the adoption of advanced

design methodologies borrowed from digital design even

more challenging than it is today. Lacking an effective

design methodology when complexity grows yields inev-

itably increased nonrecurring engineering costs that will

make the design of mixed-signal SoC impractical. Some
suggest that integration of analog and RF components may

be best accomplished by abandoning the SoC paradigm,

and by turning to advanced packaging techniques to reap

some of the benefits of SoC integration [4]. We, on the

other hand, believe that exploring ways to make mixed-

signal walk hand-in-hand with scaled digital is of para-

mount importance. Doing so is bound to lead to novel ways

of realizing mixed-signal functionality, and will ensure
that the mixed-signal scaling will continue well into the

next decade.

The goal of this paper is explore a number of plausible

paths that lead to truly scaleable mixed-signal SoCs. First,

the technology challenges and constraints of mixed-signal

design in a sub-100-nm setting are discussed. Next, we

analyze the impact of these trends on a number of mixed-

signal and RF building blocks. We proceed with an
overview of when and where scaled mixed-signal makes

sense, and we illustrate it with some concrete examples.

Finally, the paper explores the options on how to raise the

abstraction levels in mixed-signal design, which we

consider to be of essence for scaleable flexible analog to

come to realization. We conclude with some reflections

and conclusions.

II . MIXED-SIGNAL DESIGN IN A
SUB-100-NM TECHNOLOGY SETTING:
CHALLENGES AND APPROACHES

In this section, we present the challenges that the sub-

100-nm technology brings to mixed-signal SoCs. We will

then examine a set of possible solutions.

A. Challenges

1) Technology Divergence: Cost reduction has always

been and still is the fundamental motivation behind

technology scaling [88]. This is accomplished by integrat-

ing more functions on the same die, or by moving an

existing product to a finer resolution technology (obviously

assuming that the manufacturing cost per wafer does not
increase significantly). As a side benefit, technology

scaling of digital functionality also led to increased

performance and reduced power per function for each

consecutive technology node. Cost concerns were again

the main motivation behind the move to the systems-on-

chip paradigm. By integrating complete solutions on a

single die leads in general to a reduced system cost. In

addition, SoC solutions often lead to improved perfor-
mance or reduced power. For example, the faster and

wider interconnects on a chip enable tighter integration of

components, which often leads to more efficient and

effective system architectures.

This proposition may not hold in the current scaling

regime. This point is best understood by introducing the

concept of the optimal technology. The simplest set of

parameters that characterize a technology are the mini-
mum channel length, transistor threshold, the nominal

supply voltage and the reliability-imposed voltage con-

straints (one may also include the f T in this set, although it

is to a first degree proportional to some of the above

parameters). An optimal technology can be determined as

the one that best fits a function or module (such as digital,

SRAM, DRAM, analog, etc). In the case of an SoC, the

optimal technology must fit a complete chip, that is the
ensemble of its building blocks. It has been a common

practice to choose the technology option most appropriate

for the majority of the chip. As long as technologies offer

plenty of headroom, or when most components on a die

have similar characteristics, the impact of doing so bears

little penalty or overhead. For instance, when the supply

voltages are high enough (as was the case in the past),

almost all analog functions can be implemented with little
or no penalty on the same die as the digital, or even the

memory functions.

In the last few years, we have entered the so-called

power-limited scaling regime, where power (energy) con-

siderations are as important as the overall performance of

the product. Subsequently, power has become a dominant

factor in defining the process parameters [5]–[8]. One

unfortunate side effect of this regime is that scaling may
not offer the improvements in performance (as measured

in device speed) and/or power we were accustomed to, and

cost considerations are the predominant (or maybe the

only) reason behind further scaling. Another crucial

property of the power-limited scaling regime is that the

optimal technologies for the different functions or

modules are gradually diverging.

To illustrate this point, consider, for instance, the
Boptimal[ supply voltage. One of the most prominent

properties of technology scaling is the accompanying

reduction in supply voltages. According to the constant-

field scaling theory [9], the supply voltage is supposed to

scale with the same factor as the minimum device feature.

This has been true in general, although, for a while, supply

voltages where kept at a higher value to provide a

performance boost (Fig. 1). For the sub-100-nm regime,
the International Technology Roadmap for Semiconduc-

tors (ITRS) [10] predicts a slowdown in the scaling of the

maximum supply voltage, which can be mostly attributed

to the inability to further reduce the threshold voltage due

to leakage considerations and process variations. The ITRS

predicts that the finest resolution devices will be able to

sustain 1 V or higher supplies down to the 45-nm
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technology node. While 1 V is high enough to enable

analog designers enough margin to provide most analog

functionality, scaling sharply below 1-V supplies (as is the

preferred low-power digital scenario) will have a dramatic
impact on what can be accomplished. Even at 1 V, high-

resolution, high dynamic range analog is already becoming

exceedingly hard. Hence, while supply voltage reduction

still is very attractive in the digital space, it becomes less

and less so for analog (as well as for memory) modules.

This divergence of the technology roadmaps is strongly

reflected in the latest version of ITRS, which prescribes

different scaling scenarios for virtually every application
(Fig. 2). Even within the digital logic realm three different

technology roadmaps are identified (high performance,

low operating power, low standby power). In the mixed-

signal arena, we can identify options ranging from high-

bandwidth analog, high-resolution analog, RF, and MEMS.

Technology divergence has some important repercus-

sions on the SoC paradigm. The widely diverging

requirements of the different components of the SoC can
be resolved by adding extra process stepsVthat is, by

creating a more complex technology that supports the

needs of the subcomponents. For instance, the availability

of transistors with thicker gate oxides allows for higher

operating voltages for some of the analog components

(fortunately, digital I/O may need similar devices) These

extra steps (the number of which can be quite substantial)

adversely affects the cost of the SoC, and may undermine
the cost advantage offered by system-level integration.

This may make other solutions such as system-in-

package (SiP) more attractive. To understand the trade-

offs, it is worthwhile examining the impact of deep-

submicrometer scaling on digital, analog, and RF sub-

systems first. This can help us to identify what components

can be integrated in the mainstream, Bdigital[ technology

at a reasonable cost, and what components would be better
off being integrated at the package or board level.

2) Digital and Memory Scaling: Since digital logic re-
presents the bulk of the integration complexity, it is worth

briefly recapitulating the digital scaling trends first. Digital

logic applications benefit greatly from scaling of the

transistors, and will continue to do so for a considerable

time. Most digital transistors use the minimum channel

lengths available in a technology node, as this produces the

smallest gates and the highest logic density. In addition,

shorter transistors are faster and/or can save power by
operating at a lower supply voltage.

As stated in the previous subsection, there exists an

optimal supply and threshold voltage for each digital

application, which depends upon the required frequency

of operation and the switching activity ([8], [11]–[13]). If

the active energy dominates, the total energy dissipation

can be minimized, while maintaining the speed, by

simultaneously lowering the supply voltage and thresh-
olds. The optimum is achieved when the active and the

leakage energy are balanced. For typical CMOS devices,

leakage should contribute to approximately a third of

overall energy dissipation [12]. High-activity, high-

frequency blocks prefer to operate with low thresholds

and low supplies, while low-activity or low-performance

circuits, such as some mobile applications and memory,

suppress the leakage by using high-threshold transistors.
Architectural techniques such as the use of concurrency,

and dynamic voltage and threshold scaling, have been

developed to better utilize the dependence of the tech-

nology sweet-spot on application parameters.

Memory presents an entirely different set of chal-

lenges. Density and cost/bit have long been the dominant

metric. Especially DRAM represents an extreme example

of technology divergence. Typical standalone DRAM tech-
nology has branched off from the main technology stream

quite a long time ago, so that it has diverged into a process

that is fundamentally different than standard logic CMOS.

A DRAM process uses multiple polysilicon layers or deep

Fig. 1. Voltage scaling regimes.

Fig. 2. Diverging supply voltage scaling trends (as projected in

the ITRS [10]).
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trenches to implement large storage capacitances. Inter-
connnect is few and regular, so that a low count of metal

wiring layers suffices. To embed DRAM into a logic pro-

cess, some additional process steps can be included to add

storage capacitance between the wiring layers (e.g., [14]).

Yet, embedding DRAM into standard processes has rarely

been considered cost effective, and SiP or board-level inte-

gration strategies have been the preferred option.

In contrast, SRAM arrays occupy a large fraction of the
chip area in many of today’s SoCs, and will continue to do

so for a large fraction of future designs. In fact, memory

integration is quite an essential component of the SoC

concept, predominantly because of the higher bandwidth

and lower latency of on-chip memory. It is hence of

paramount importance that memory density track the

scaling trends of logic. Already, high-density embedded

SRAM frequently utilizes additional mask layers to
increase the memory density [15]. Leakage and process

variations present major challenges for the further scaling

of the conventional six-transistor (6-T) SRAM cells. The

increasing spread in transistor thresholds effects both the

static power dissipation (which is the dominant source of

power consumption in large memories), as well as the

memory robustness. While a lower supply voltage can be

used to address the power consumption, especially in
standby mode [16], [17], reducing the supply voltage

compromises the cell stability, measured as the static noise

margin [18]. SRAM stability can be maintained through

increasing the transistor widths, invoking the fundamental

tradeoff between density and robustness. Another option is

to keep the supply and threshold voltages steady, or to even

increase them. Hence, as the technology scales, SRAM

exhibits a reverse voltage-scaling trend [19]. This obviously
challenges future integration of complex logic and large

memories.

3) Analog Scaling: We have argued the existence of

Boptimal technologies[ for digital building blocks. While

considerably less documented, there exist optimal tech-

nologies for analog circuit blocks as well. Technology

scaling increases the unity-gain frequency f T of the tran-
sistors (Fig. 3), but adversely affects virtually everything

else relevant to analog designs, as discussed below. High-

speed analog circuits can exploit the higher f T , if they can

cope with the obstacles that come along. On the other

hand, high-dynamic-range data converters (such as

Nyquist converters) suffer greatly from the lowered supply

voltages. As a result, they will most likely not be imple-

mented in a low-voltage, minimum channel-length digital
technology.

Reduced SNR: Reduction in supply voltages lowers the

available voltage excursions in analog circuits, fundamen-

tally affecting the signal-to-noise ratio. In addition, the

transistor noise gradually increases with scaling. This is

illustrated by (1), where the consecutive terms represent

the thermal noise component of the drain current, and the

flicker (1=f ) noise, respectively. Parameter �, which

equals to 2/3 in long-channel devices, increases to
modestly higher values in short-channel devices [20].

Even though early measurement results indicated dramat-

ically higher values for �, recent measurements and

modeling shows a more gradual increase

i2
d ¼ 4kT�gds0�f þK

I �D
f
�f : (1)

Unfortunately, in scaled technologies, pMOS transistors

are no longer buried channel devices, and their flicker

noise is no further an order of magnitude lower than

NMOS. Hence, flicker noise increases at the same pace

both nMOS and pMOS devices.

In sampled-data circuits, a reduction of kT=C noise
component requires an increase in the capacitor sizes, thus

paying a penalty in power consumption. For example, an

increase in 6 dB in SNR requires doubling the capacitor

size and, consecutively, the power dissipation. For ex-

ample, the results of [21]–[23] clearly show that technol-

ogy scaling beyond an optimal point negatively affects the

power of sampled-data pipeline A/D converters.

Lower intrinsic gain: The intrinsic voltage gain of the
transistor is proportional to gmro, which has been

decreasing with scaling. The dominant reason is the

lowered device output resistance resulting from drain-

induced barrier lowering (DIBL) and hot-carrier impact

ionization.1 The gain limitation presents a serious chal-

lenge to precise charge manipulation as needed in

sampled-voltage circuits, such as those needed for high-

precision data converters.
Device leakage: One of the most attractive features of

the MOS technology is the natural availability of a

Fig. 3. Trends in fT [10].

1Observe that the ITRS predicts gmro to stay constant over the next
decade.
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high-quality switch, which lends itself to precise manip-

ulation of charge [24], [25]. With continued technology

scaling both the drain leakage and the gate leakage

currents are projected to increase. Increased drain-to-
source leakage of an off-switch can decrease the low-

frequency gain of an amplifier that drives it by lowering

its equivalent output resistance. The fidelity of charge

stored on a node connected to leaky transistors becomes

hard to maintain. As a particular challenge, elevated gate

leakage violates the high-impedance Bsumming-node[ as-

sumption that underlines the operation of switched-

capacitor circuits, especially at low speeds.
Reduced matching: Transistor matching properties are

proportional to the device area, and improve with a

reduction in oxide thickness [26], [27], which allows for

size reduction of low-precision analog circuits (Fig. 4).

However, devices with small geometries also experi-

ence larger mismatch due to higher order terms with

either short W or L [28]. When the oxide thickness reduces

to a few atomic layers, quantum effects and random dopant
fluctuations become significant and matching parameters

degrade.

Passives: Scaled CMOS processes, mostly targeting

digital applications, frequently lack high-quality capaci-

tors. Sampled-data systems, for example, rely on linear

high-density, high-Q capacitors. With process scaling, gate

and diffusion capacitances can no longer be used in

precision applications (because of linearity and parasitic
resistance concerns). Double poly or MiM capacitors are

frequently offered as an option in the process, albeit at an

increase in cost. Fringe capacitors utilizing the dense array

of metal layers in a modern process offer an alternative

[29]. These capacitors benefit from the increased number

of metal layers and decreased metal spacing offered by

advanced processes.

Models: The immaturity of the device models in scaled
processes offers a particular challenge to the mixed-signal

designer. Deep-submicrometer effects combined with
evolving process parameters (even while the process is

already in production) make it hard to create stable

accurate models to the designer. The digital design meth-

odology allows for the design of components, while the

process node is being refined. This is not the case in mixed-

signal where mature device models are needed. As a result,

there has been a noticeable trend to skip a technology

node, especially during the years of acceleration (for
instance, move directly from 180 to 90 nm, skipping the

130-nm node).

4) RF Scaling: It is interesting to observe how technology

scaling, while presenting more and more of a challenge to

analog design, is the engine behind increasingly higher

performance integrated CMOS RF. In a sense, the situation

is somewhat similar to what happened to mixed-signal
design in the late 1970s and 1980s, where newer tech-

nology nodes allowed MOS to take over functions that

were traditionally implemented in bipolar. It is undeniable

that devices have become faster pushing the fmax over the

100 GHz barrier with the introduction of 130–nm CMOS

(see Fig. 3). Raw speed is a boon for RF integrated circuits,

allowing sloppy analog style amplifier design rather than

optimal microwave design approaches.
While a microwave designer examines important

metrics such as Gmax and stability, power gain, and noise

circles in the complex impedance space in order to arrive

at the optimal transistor bias, size, and impedance

matching network, an analog BRF[ designer simply maxi-

mizes voltage gain without matching considerations. Since

the analog circuit is operating at a small fraction of fT there

is much margin for error enabling simpler design tech-
niques. In addition to higher frequency of operation,

scaling also allows RF circuits to operate at lower power

and with lower noise at a given frequency. Measurements

show that continued scaling will lead to improvements in

RF device metrics such as NFmin and fmax.

Passive devices play a key role in RF and microwave

integrated circuits. A schematic of a discrete solid-state

radio is peppered with inductors, capacitors, transformers,
and transmission lines. In these designs, discrete devices

such as vacuum tubes, bipolar, or FET transistors, were

relatively expensive and unreliable. Due to insufficient

gain or excessive phase delay in RF transistors, feedback

could not be used to correct for analog impairments.

Hence, most signal processing is performed with passives

rather than actives. A diametrically opposed philosophy

evolved in the analog integrated circuit community, where
transistors were effectively free and passive devices

consumed inordinate amounts of die area. Any means to

reduce the size of or eliminate capacitors and resistors

were quickly adopted, such as Miller pole-splitting com-

pensation. When resistors or capacitors were needed, good

designs could tolerate large process variations in the

absolute value of any component by relying on precision

Fig. 4. Transistor matching properties as expressed in AVTH (or

indirectly standard deviation) as a function of the technology node.
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matching of relative quantities, such as the ratio of the
sizes of two components.

As Si technology progressively improved and the upper

operating frequency approached the microwave BGaAs[
(III-V) region, a battle of philosophy was fought between

the Si analog IC design (gmRo centric), and the GaAs

microwave (s-parameter community). The Si community

won this battle, because in the end, their products were

cheaper and they were more adept at producing working Si
for mass consumer markets. Hence, the GaAs community

has retreated into niche markets such as power amplifiers

and radars, although even this territory is now coming

under dispute [30].

Today billions of RFICs are fabricated in CMOS and

BiCMOS/SiGe BiCMOS technologies, and such chips are

often dominated in area by inductors, capacitors, and

transformers. Integrated inductors on Si were advocated
first by Meyer and Nguyen [31], and have since played an

integral role in RFICs. Inductively degenerated cascode LC
tuned amplifiers are the workhorse low-noise amplifiers.

LC tank VCOs are the building blocks for low phase-noise

frequency synthesizers. Interstage matching networks are

often composed of LC circuits in power amplifiers. LC
filters are also used for wideband, concurrent, and multi-

mode components [32], [33]. In general, due to the
charge-voltage nature of MOS and bipolar devices, the

intrinsic capacitance of such structures is tuned out by

inductors. Inductors are also playing an increasingly

important role in wireline and optical high-speed

communication circuits, as key elements in clock and

data recovery PLLs and shunt-peaked amplifiers.

As Si technology continues to scale, there is a real

question is whether it is wise to devote large areas of the
chip to inductors and capacitors. This is doubly true in a

deeply scaled technology where the area of inductors can

be replaced with hundreds of thousands of logic gates. A

ring oscillator, for instance, can replace an LC tank

oscillator at a small fraction of the area. If one can devise a

way to overcome the intrinsically higher phase noise of the

ring oscillator using digital logic circuitry, then there is a

compelling economic reason to do so. It is therefore likely
that digitally assisted RF circuits will emerge.

5) Power: Power conditioning is a major component of

electronic systems. Power devices have to be able to

sustain voltages that correspond to battery supplies (3.6–

5 V), and are fundamentally incompatible with deeply

scaled mainstream CMOS. In addition, large inductors or

capacitors are often needed. All of these seems to in-
dicate that an SiP approach is more attractive for the

realization of advanced power distribution and conver-

sion networks.

B. Addressing the Mixed-Signal SoC Challenges
Following our line of reasoning, it seems clear that the

concept of integrated mixed-signal system-on-chip faces

some crucial challenges in the coming decade. One can
envision three different strategies to address these

concerns.

• For the lowest cost, it would be ideal to use only

the standard digital process, which offers a single

oxide thickness with two threshold voltages. By

necessity, this approach requires the introduction

of novel mixed-signal architectures, which exploit

the abundance of digital gates to compensate for
the lack of high-quality analog components.

• SoC in the most advanced process with additional
features. While this increases the manufacturing

cost, adopting a more complex process may help to

accomplish better performance, power, or system

size. The cost increase of additional process

features depends upon the type of modification.

Some changes can be made quite easily. For
instance, implementing a device with a different

threshold requires another masking step, to

control the threshold-adjust implant. The design

rules for this layer are typically of noncritical-

dimension, increasing the mask cost by approxi-

mately 2% in a 90–nm technology. The addition of

a second oxide thickness allows for higher voltage

operation and larger signal swing. Fortunately,
many 130- and 90-nm processes already include

that option, and provide 2.5-V I/O transistors with

0.25-�m minimum channel lengths. An extra mask

step is needed to add high-density linear metal–

insulator–metal (MiM) capacitors, which are quite

attractive in sampled-data and RF systems. This

option trades off increased process cost for reduced

die size. Other process options are a lot more
expensive, however. Implementing embedded

DRAM requires six extra mask steps, and most of

them are at critical dimensions. This increases

both the nonrecurring mask costs and fabrication

costs by about 20%–25%. SRAM density is im-

proved by adding a capacitor, requiring two extra

masks. More aggressive process steps can be con-

sidered as well, such as the postprocess addition of
high-Q MEMS resonators (for instance, using

SiGe). This requires a substantial number of

(typically noncritical) extra process steps.

• The SiP approach is attractive when the process

needs become too divergent. This allows each

system component to be optimized individually,

leading to better and often lower cost solutions.

This was not the case traditionally. SiP technolo-
gies tended to be expensive, and major hurdles

prevented a widespread adoption (such as the

availability of bare die, for instance). This changed

substantially with advances in mobile telephone

technology with its tight size and aspect ratio

constraints. The huge volumes of mobile handsets

helped to bring the cost down significantly, and SiP
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has become the technology of choice for low-cost
integration of analog functions and memory with

the digital baseband.

In the RF space, the SiP approach allows for the use of

higher quality passive devices external to the RF chip.

Today this can be done, either by using a multichip

module with a less expensive low-loss substrate housing

passives, or by simply absorbing the passives into the

package substrate. Such an approach is actively pursued
by the industry to lower the cost and to add flexibility to

the design of RF ICs. High-Q package-based inductors,

for instance, can be realized in relatively inexpensive

LTCC packages [34], or housed in high-resistivity Si,

quartz, or SOS [35]. The SiP approach is also attractive

for the integration of high-Q RF-MEMS components

such as the FBAR [36], which require nonsilicon ma-

terials such as AlNi and need encapsulation for reliable
operation [37].

One limitation, though, are the parasitics of the

package and the undesirable coupling that occurs in the

package. The parasitic inductance of bond wires is pro-

hibitive and requires very careful EM simulation and

modeling. For instance, if we wish to integrate an inductor

with value L ¼ 5 nH, then placing this inductor in the

package is possible if the parasitics (which vary) are a small
fraction, say, below 1 nH. This is viable with bondwire

technology and easily done with solder bumps where the

parasitic inductance is of the order of hundreds of pH.

Furthermore, switched capacitor tuning techniques can be

used to overcome process variations. LC-based oscillators

using CMOS switches for coarse tuning are now common

[38]. Placing an inductor smaller than 1 nH off chip is

much more difficult, though. In addition, as the frequency
of operation increases from low GHz to tens of GHz, the

SiP solution must be examined very carefully. The moment

a signal is sent Boff-chip,[ there are EM coupling

consequences that complicate the design. For instance, if

the off-chip component is the tank for a VCO, unwanted

signals couple into the off-chip VCO and generate spurs in

the frequency spectrum of the frequency synthesizer.

Again, careful modeling and simulation is necessary to
minimize such effects. In contrast, integrated inductors

exhibit substrate coupling, which is typically an order of

magnitude smaller. Efficient simulation of substrate-

induced noise, especially supply and ground noise, remains

a challenging task, although research efforts have made

important headway toward solving this problem, e.g., [39].

Another concern with respect to the SiP approach is that

today and in the near future the number of dies that can be
integrated in a package is limited by the bonding tech-

nology and the relative sizes of the dies.

While both advanced processes and SiP approaches are

attractive, the standard digital process promises the lowest
cost and the highest integration, yet faces the largest design
challenges. The rest of our discussion hence focuses on the
latter.

III . MIXED-SIGNAL S OC DESIGN
IN A DIGITAL WORLD

The growing interest in implementing analog functions

using transistors with minimum channel length and mini-

mum oxide thickness, as available in a standard digital

technology, has led to the conception of many innovative

circuit and building blocks, some of which are presented in

this section. Even more importantly, this has led to a new

analog design philosophy, often called the Bdigitally

assisted analog[ design approach, which advocates a

departure from the traditional precision analog design

[23]. The concept is to avoid precision analog to start

with and use the abundance of digital gates to correct

and compensate for the inaccuracies or distortion. This

approach has become popular in a number of modules,

ranging from A/D converters (e.g., [45]) and PLLs to RF

transceivers (e.g., [42], [64]). Some examples illustrating

this novel design philosophy are also included in this

section.

Switches: Charge-based analog circuits rely on the

availability of precise sample-and-hold (S/H) circuits. The

preferred implementation strategy of such an S/H circuit

in CMOS is the switched capacitor. The fidelity of sam-

pled charge on a capacitor relies on the performance of an

MOS switch, which is measured by its on-state small-
signal bandwidth, and the ratio of the gate capacitance of

the switch to that of the sampling capacitor. Technology

scaling reduces the associated capacitance while keeping

the on-resistance of the switch nearly constant [28]. This

improves the tracking bandwidth of the S/H circuit, and

simultaneously alleviates the charge injection problem

during the turn-off of the sampling switch. Hence, the

increase of fT through technology scaling improves the
linearity of the sampling switch. A rule of thumb for

Fig. 5. Clock bootstrapping. (a) Principle. (b) Circuit implementation.
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analog designers is to use minimum channel length for
switches when matching and leakage requirements are

not critical.

A major drawback of the simple S/H circuit is the

variation in the on-resistance of the input switch, which

introduces distortion. In recent technology nodes, thresh-

old voltage scaling lags that of the supply (see Fig. 2), re-

sulting in a larger on-resistance variation in a switch. This

causes the bandwidth of the switch to become increasingly
input-signal dependent, causing signal-dependent distor-

tion. One approach to combat this problem is to adopt

clock bootstrapping [40], [41]. This technique keeps the

gate-source voltage of the switch constant and equal to the

supply voltage, as shown in Fig. 5(a). One challenge in this

approach is ensuring that the reliability of the circuit is not

compromised. An example circuit implementation that

limits the gate-to-source and drain-to-source voltage ex-
cursions to VDD is shown in Fig. 5(b).

Bandgap references: Designing precision voltage

references with sub-1.2-V supplies presents a significant

challenge. Many designs therefore resort to using precise

off-chip references or avoid using them altogether [42].

Preamps and comparators: The offset in preamps and

comparators constitutes the major source of error in

parallel ADCs. The simple differential structure with thin
oxide devices continues to be the predominant preampli-

fier architecture in newer technologies [Fig. 6(a)]. Its

input transistors are made large to minimize the offset.

The comparator, on the other hand, is sized small to

maximize the bandwidth, which is limited by the

preamplifier-comparator interface. Small comparators,

such as the one shown in Fig. 6(b) can be used in low-

voltage pipeline ADCs, since those have a built-in cor-
rection to offset errors.

Amplifiers: Precision op–amps are one of the work-

horses of analog design. For instance, in multistage ADCs

they are almost invariably employed to relay the input

signal (or the residue signal) to the following conversion

circuits. The accuracy and speed of the analog subsystems

are often dictated by the performance of these amplifiers.

Operating on the edge of the performance envelope, these
op–amps are the subject of an intense tradeoff between

dynamic range, linearity, settling speed, stability, and

power consumption.

The most prominent challenge in amplifier design is

the reduced supply voltage, which limits the number of

transistors that can be placed in a cascode stack. The

available signal swings are further reduced by nonscaling

of the transistor thresholds, and transistor overdrive
voltages. For example, a differential cascode amplifier

with tail current source (Fig. 7) has five transistors in the

stack, and with 150-mV overdrives can achieve a larger

than 2 Vp-p output voltage (for a 2.5-V supply). When

the same design is scaled to a supply of 1 V with the

same overdrive, the voltage swing is reduced to 0.5 Vp-p.

To maintain the same SNR, such a design has to employ

capacitors that are 16 times larger, which severely af-

fects the power consumption and the bandwidth of the
system.

Fig. 6. (a) Differential resistively loaded preamplifier. (b) dynamic

comparator.

Fig. 7. Differential cascode amplifier with tail current source.
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In order to maintain the dynamic range and improve

the noise immunity, all deep-submicrometer designs

currently exploit differential topologies. As the supply
voltages are approaching 1 V, folded cascodes and pseudo-

differential structures are gaining popularity for their

potential to improve the voltage headroom. Pseudodiffer-

ential amplifiers are particularly attractive. However, with

this architecture, one must be careful in regulating the

common-mode biasing.

The switched op–amp presents another approach to

achieve high-output swing and to save power [65]. While
the slow turn-on following a complete op–amp turn-off led

to low operating speeds in early implementations, recently

an 8-bit, 200-MS/s pipeline ADC with partially switched

op–amps has been demonstrated [43].

As discussed earlier, the aggressive scaling of channel

length leads to enhanced short-channel effects and high

device output conductance, causing the intrinsic device

gain gmro to drop to lower and lower values. To maintain
the necessary open-loop gain, designers have resorted to

alternative or novel configurations, such as gain-boosted

cascode devices and multigain stage amplifiers. The gain-

boosted amplifier (Fig. 8) uses an active cascode config-

uration to boost gain without incurring excessive voltage

drop [44]. This approach exploits the fact that, when the

load is purely capacitive, the dc gain of an op–amp can be

increased by using negative feedback to enhance the cas-
coding effect. Today we even see recursive gain boosting,

where the amplifier used for gain boosting is itself gain

boosted [45]. The ultimate limit of this approach would be

the direct current path to ground at the drains of the

cascode devices due to hot-carrier-induced substrate

currents.

It is interesting to note that using three or more stages

of amplification is another simple scheme to realize higher
gain blocks. However, compensation of feedback ampli-

fiers with more than two stages is tedious, requiring
careful nested Miller compensation (rendering the

approach somewhat less power-efficient). This approach

may become the only viable op–amp architecture at supply

voltages of less than 1 V.

A/D converters: The impact of technology scaling on

the performance of various ADC architectures depends on

their resolution. Despite the improvement in fT , the re-

duction of supply voltages and the increased channel
noise are shrinking the dynamic range achievable. For

high-resolution converters, this inevitably leads to an

increase of power consumption to maintain SNR

(Table 1). On the other hand, the accuracy of lower reso-

lution ADCs is limited by component mismatch. For fixed

conversion speeds and nonscaled voltage references, this

leads to a power and area scaling trend similar to that of

digital circuits, as is illustrated in Table 1 [46]. In 180-
90-nm technologies, the breakpoint between matching

and SNR limited is around the 8–10-bit resolution. Table 1

also indicates the scaling trend of a commonly used metric

for ADCs, called the figure of merit (FOM), which is

defined as

FOM ¼ P

2ENOB � f
; (2)

where P is the power, ENOB the effective number of bits,

and f the sample rate (for a Nyquist ADC) or twice the

effective-resolution bandwidth (for an oversampled ADC).
As scaling continues, there is a noticeable migration

trend of the boundaries between the various A/D

architectures (Fig. 9). Oversampled converters are migrat-

ing into the zone that used to be dominated by pipeline

ADCs [47]. Although the front-end of an oversampled

converter is negatively affected by a lowered supply, the

decimation filter greatly benefits from scaling. Hence,

oversampled converters become increasingly more power
efficient than pipelined converters at high resolutions and

low conversion speeds. The latter are now reporting

resolutions as low as 5–8 bits, which were considered the

preferred space for flash-type architectures [48].

Fig. 8. Gain-boosted op–amp (pseudodifferential).

Table 1 Scaling Model of AD Converters (and Mixed-Signal Circuits in

General)
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Calibration of an ADC is one of the best opportunities
for the aforementioned digitally assisted analog design

philosophy. Consider, for instance, the pipeline ADC

converter. In a classical analog approach, where only a gain

of around two is required in each amplifier stage, large

open-loop gain is used with feedback to overcome the

distortion of the operational amplifier stages. Thus, to

simultaneously meet the settling time requirements and

accuracy, a complex analog design with high power con-
sumption is required. In the digitally assisted approach

[23], though, simple low-precision open-loop amplifiers

are used instead, and the error due to the nonlinearity of

the amplifiers is corrected in the digital domain. While the

idea of self-calibration of an ADC is well established

[49], [50], the underlying philosophy differs in that

earlier approaches begin with a precision ADC converter

and calibrate the ADC to improve the last few bits in
converter accuracy. The key feature of this new philos-

ophy is strong reliance on adaptive signal processing in

the digital domain to correct for large errors in the ana-

log domain. In other words, very little attempt is made to

produce a high-quality ADC up front.

Power amplifiers: The linearization of power transmit-

ters has been an active area of research for many years.

Early work started with the linearization of traveling wave
amplifiers [51]. Techniques such as predistortion, feed-

forward [52], envelope elimination and restoration (EER),

and Cartesian feedback emerged as viable solutions. Most

of these techniques, though, were applied to immobile

base stations rather than mobile transmitters due to the

high cost and complexity of the digital signal processing.

This trend is now being reversed, as mobile transmitters

are capable of orders of magnitude more computation than
before. In contrast, little work has been done on the

linearization of receivers such as low-noise amplifiers and

mixers due to the asymmetry of the problem. In a trans-

mitter, one can examine the output of the PA to determine

the error, since the transmitted signal is generated by the

same device. In a receiver, though, the received bits are

unknown, with the exception perhaps for the header of a
packet. We expect that advanced Bblind[ digital processing

techniques will be applied to every block in a typical

mixed-signal IC, including the RF front end and the ana-

log baseband.

RF tranceivers: We have already indicated that the

need for a larger scale of integration has instilled notable

changes in the architecture of mixed-signal systems. Radio

transceiver architectures are a great example of this trend.
Most of the receivers in the past adopted the conventional

super-heterodyne approach. The super-heterodyne trans-

ceiver decouples the requirements for selectivity and sen-

sitivity, inherent to heterodyne receivers, by performing

dual-IF mixing. When migrated to integrated circuit tech-

nologies, several filtering operation have to be performed

off chip, as is shown in Fig. 10. By using high-quality

off-chip passive components, the super-heterodyne archi-
tecture addresses issues such as out-of-band/channel

energy and image rejection, and lowers the requirements

for the on-chip channel-selection filters. In addition, the

architecture often requires off-chip components for

tunable RF synthesizers.

Several architectures have been explored to reduce the

need for off-chip components in integrated transceivers.

Just to mention the predominant ones: direct conversion
[66], low-IF [67], wideband-IF [68], and Weaver [69]. The

direct-conversion architecture (Fig. 11) (also known as

homodyne or zero-IF) eliminates most off-chip compo-

nents in the receive signal path by translating the desired

signal directly to baseband. It naturally avoids the problem

of the image frequency, since its IF is at zero. However,

direct-conversion receivers have several major drawbacks,

Fig. 10. Super-heterodyne receiver architecture.

Fig. 11. Direct conversion/low-IF receiver.

Fig. 9. Effective number of BITS (ENOB) versus sample rate of ADC

architectures, published between 1987 and 2005.
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including large sensitivity to dc offsets (induced through
the self-mixing process), and sensitivity to 1=f noise. Most

of these concerns are effectively addressed by adopting an

active offset cancellation approach, as well other circuit

and system design techniques.

The low-IF integrated receiver architecture (Fig. 11)

resolves many of the dc offset problems of the direct

conversion receiver. A single mixing stage translates all the

desired channels to a low IF, with a bandwidth totaling
several channels. A wider bandwidth, high dynamic range

ADC (or a bandpass sigma-delta modulator), is used to

extract the desired channel. The key feature of the low-IF

architecture is that the desired channel is moved away

from dc, hence alleviating the dc offset issue. Since the IF

frequency is not at zero, some image rejection is still

needed, typically through an image-rejection mixer.

It is also in the RF transceiver domain that we find one
of the more extreme examples of the digitally assisted

analog design methodology. Proliferation of wireless com-

munication is creating a demand for multistandard, mul-

timode operation, presenting a great opportunity for high

levels of integration. In [42], [64], a highly integrated

direct-conversion architecture is presented for both the

Bluetooth and GSM standards. It exploits the inherent

mixing performed by the sampling function, and follows it
by discrete-time, passive IIR and FIR anti-aliasing and

decimating filters. To address the many challenges offered

by the scaled digital CMOS process, discrete time signal

processing is leveraged throughout the transceiver chain.

IV. MIXED-SIGNAL DESIGN FLOWS
WITH PLATFORMS

We argued in the introduction that there is a widening

chasm between the design methodologies and tools used in

the digital domain and the ones used for analog and RF

design. One can easily enumerate a number of reasons why
this is the case. Foremost, the rich parameter space of

analog circuit design makes simple abstractions hard to

come by. In fact, whereas Boolean logic and RTL have

served as fruitful abstractions for digital circuits, the

abstraction for analog circuit design, albeit system-level

models have been proposed in the literature, is typically a

SPICE BSIM model, containing about 10 000 lines of

device model code. Hence, hierarchical design is non-
trivial, as too many parameters/constraints have to be

carried between abstraction layers. In addition, building a

complex system through simple composition of library

models has failed in general in the mixed signal design,

due to cross-coupling effects between modulesVthis

means that the Bseparation of concerns[ concept, again

very successful in the digital realm, is hard to accomplish.

Much has been done in the area of analog design
methodologies and tools in the past 20 years [70]. Yet, the

impact of these developments on the design community

has been small. We review here the most relevant

contributions, and argue as to why these approaches had

difficulties to be adopted by circuit designers.

1) Review of Relevant Analog Design Tools and Metho-
dologies: Fig. 12 shows the timeline of the best known
university-developed tools. To put these tools in a proper

perspective, consider the simplified analog design flow, as

shown in the diagram of Fig. 13. The first tools devoted

specifically for analog circuits were for circuit-sizing

optimization. AOP [71] and, later, APLSTAP [72] and

Delight.Spice [73] developed in the late 1970s and early

1980s were in fact addressing this problem. These methods

did not scale to large circuits, because the complexity of
the algorithms was in disproportion to the computational

power available at that time. Hence, the achieved Boptimal

circuits[ were subject to numerical noise and/or local

Fig. 12. Historical development of CAD tools for analog circuits.
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minima. Furthermore, the resulting circuits were not

robust with respect to parasitics and process variations.

Initial attempts at providing automated Bsynthesis[
solutions to analog designs dealt with ad hoc tools to

synthesize specific components with hard-coded topolo-
gies and layout styles. (see AIDE2 [74], PROSAIC [75], and

BLADES [76]). The first examples of complete solutions to

circuit sizing and layout generation can be traced back to

IDAC/ILAC [77], OPASYN [78], and OASYS/ANAGRAM

[79]. IDAL/ILAC and OASYS/ANAGRAM were generic

synthesis tools for analog integrated circuits, while

OPASYN was a module generator capable of producing

complete OpAmp layouts through circuit selection, pa-
rametric optimization and layout generation phases.

However, it was limited to analytical models and digital-

like routing mechanisms. As often the case in CAD tools,

all the previous tools relied on hard-coded libraries. How-

ever, in contrast to digital circuits, the rigidity of hard-

wired libraries tends to lead to poor performance in analog

circuits.

Astrx/Oblx [80] was a synthesis environment using
simulation to evaluate the performance of the proposed

circuits. Astrx/Oblx was used to synthesize several circuits

with complexities equivalent to industrial applications.

The achieved results were usually comparable if not better

than manual designs. However, the class of reported

circuit was mostly confined to OpAmps with linear

specifications. Moreover, the original tool was not capable

of handling process variability and mismatch efficiently,

although some extensions for robustness were introduced
in [86]. This is a typical problem of simulation-based

synthesis approaches. Later simulation-based approaches

focused on improving the simulation accuracy and the

optimization techniques (see, for instance, [81]). Eventu-

ally, these concepts made it from academia (Carnegie-

Mellon University, to be more precise) to the commercial

domain with NeoCad, which was eventually acquired by

Cadence.
In the past decade, a specific class of nonlinear opti-

mization, known as convex optimization [82], has received

its share of attention. Due to large improvements in com-

putational efficiency achieved in [83], large-scale problems

(thousands of variable and tens of thousands constraints)

can be solved in minutes on a standard workstation

providing a global optimum solution. In the 1980s, re-

searchers from Bell Labs developed accurate models for
circuits using ratios of polynomials (posynomials). Convex

optimization can indeed be applied to posynomials. This

was the basis for a set of tools developed in the late 1990s

[87], which formed the core offering of the Barcelona

Design EDA company. While more general than linear

problems, convex problems do, however, limit designers in

stating their problems. Expressing a design problem in

posynomial form may be a very complex task, if not un-
feasible. While some specifications are naturally expressed

in posynomial form, others cannot be immediately

captured. This (amongst other reasons) ultimately led to

the unfortunate demise of Barcelona Design.

A. The Platform Paradigm
In this section, we are exploring the potential of a

mixed-signal platform paradigm, which presents a
radical departure from the way mixed-signal design is

typically done.

1) The Precursor to the Analog Platform-Based Design
Concept: The origins of what is now called analog platform-

based design (A-PBD) can be traced to the top-down,

constraint-driven design methodology for analog integrat-

ed circuits described in [84]. In this methodology,
optimization is performed on system-level behavioral

models that are architecture independent. To partition

system-level requirements into circuit specifications, an

approach based on the so-called flexibility functions was

adopted. The goal was to maximize the likelihood that a

feasible design be achieved at the end of the design

process. A flexibility function captured, heuristically, in-

formation of the Bdifficulty[ of achieving a set of per-
formances. Solving an appropriate optimization problem,

system specifications are decomposed into a set of lower

level requirements. Flexibility functions allow raising the

level of abstraction of analog design to capture analog

systems rather than coping with individual circuits or

layouts. In this sense, the methodology provides the first

rigorous approach to system-level analog design with

Fig. 13. Standard analog design flow.
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possible extensions to mixed signal designs. However, the
quality of the result was critically dependent on the flex-

ibility functions. Failing to recognize the difficulty of a

behavioral model parameter (e.g., overestimating the

flexibility function for some parameters or ignoring cor-

relations between other parameters) may lead to unnec-

essary problems in circuit design or even failures and

costly iterations. Conversely, overconstraining a parame-

ter with an excessively strict flexibility function may lead
to designs far from what is attainable. Therefore, the aid

of an expert analog designer is essential in the develop-

ment of the flexibility functions. In addition, it is

intrinsically difficult to model interrelationships among

flexibility functions for different parameters as required

to perform topology selection at the system level. Yet

several circuits of moderate complexity were developed

with this methodology.

2) Platform-Based Design for Analog Mixed-Signal Circuits:
The lesson learned while developing the top-down,

constraint driven methodology was that defining the

proper level of abstraction, finding accurate and efficient

behavioral models, capturing the design space and

providing means for efficient exploration were all essential

to solve the design methodology issue for mixed-signal
designs. The classic dichotomy top-down design/bottom-

up verification followed in [68], fell short in these systems,

where the top-down phase is severely limited by the

difficulty of introducing analog architectural constraints at

the system level, and the bottom-up verification has

problems at bridging the abstraction gaps left behind

during the top-down phase. The problem cannot be de-

composed cleanly, since the top-down and the bottom-up
phases are so tightly coupled that it is difficult even to talk

about the one without referring to the other. A paradigm

shift was then required to cope with mixed signal designs.

Platform-based design (PBD) as presented in [53] and

[54] has emerged as a novel paradigm in the digital domain

to allow designing at higher level of abstraction while

considering lower level physical properties. The PBD

paradigm is a meet-in-the-middle approach consisting of a
bottom-up characterization phase and a top-down mapping

phase. A platform is a library of components and

interconnects along with composition rules, determining

legal compositions of components (platform instances).

The bottom-up characterization phase abstracts architec-

tures as library components providing a set of models for

the services that can be implemented on it and their cost

and performance. The top-down phase consists of selecting
the optimal platform instance (according to some cost

function) that can support the requested functionality

while satisfying all system and architecture constraints.

B. Analog Platforms
An analog platform (AP) is a set of components each

decorated with a set of behavioral models (F), configura-

tion and performance models (C;P), and validity laws (L)
[55]. This rich set of models helps to address the concerns

raised earlier, leveraging behavioral models to perform

design optimization while considering architectural con-

straints and costs. Essential also is that the resulting

abstractions ensure the following properties.

• FlexibilityVany analog component can be encap-

sulated as an AP: newly specified circuits, analog

IPs (possibly third party’s), module generators,
circuit synthesizers and optimizers.

• AccuracyVthe AP abstraction requires a set of

models that introduce architectural effects at the

system level while guaranteeing composability.

• HierarchyVAP components allow building high-

level hierarchical models while preserving

information on the actual architecture space.

Therefore, correct abstraction levels can be
selected for MS designs and enable efficient

design space explorations.

• ImplementabilityVa notion of feasible performance

is propagated bottom-up into the design hierarchy,

thus restricting (and characterizing) the actual

design space.

The behavioral model F allows for the abstract

computation of the system response without being directly
constrained to a specific architecture. Very general tech-

niques can be adopted to implement behavioral models,

ranging from hand written block models (requiring deep

insight on the designer/developer) to model order reduction
approaches, which are based on a mathematical formula-

tions and can be fully automated [56].

Even more essential to the AP abstraction is the

introduction of configuration (C) and performance (P)
models. For a given module or component, the configura-

tion model outlines the space of the feasible realizations (in

terms of design parameters such as transistor sizes, bias

currents, supply voltages, etc.). The corresponding perfor-

mance model maps these configuration constraints into a

set of feasible performance vectors. For example, for

OTAs, the performance model is specified in terms of the

{gain, noise, bandwidth, power} n-tuples, which accurately
identify the feasible performance range of a given OTA

architectures in a given technology. Having quantified

bounds available is more attractive and reliable than the

recursive estimation and optimization based approaches

(such as advocated in [56]), especially in light of the many

secondary parameters emerging in today’s deep submic-

rometer processes. In hierarchical designs, where several

components are connected together (defining a platform
instance), the performance model of level l is the

configuration space of level l þ 1, hence a direct relation

exists between the performance model Pl and the

configuration model Clþ1.

The efficient and accurate mapping of configuration

models into performance models is one of the main chal-

lenges of the A-PBD approach. Traditional performance
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models are based on regression schemes, for which a rich

literature exists (ranging from simple quadratic models for

optimization [57] to advanced data mining techniques [58]

and template independent schemes [59]). A more effective

strategy is based on classifiers, which have the distinct

advantage of making it possible to encapsulate architec-
tural alternatives for the same functionality (that obviously

share the same performance space) in a very straightfor-

ward manner. Only a negligible setup time is required to

define a performance model for arbitrary performance

figures and circuit topologies can be used. On the other

hand, since the approach is based on a sampling scheme

requiring accurate simulation of performance, the charac-

terization itself may be expensive. In [60], an approach
aimed at pruning the number of samples (simulations)

required to characterize a circuit is presented exploiting

structural and functional properties of the configuration

space. Even if the exponential nature of the problem is not

affected, the approach has shown to be practical for real

case studies. In addition, the process is easily paralleliz-

able, so the entire characterization time can be reduced to

a few machine hours. A classification approach for analog

performance based on support vector machines [62] is

presented in [61].

Validity laws L form the final element of the AP

abstraction. When assembling a platform instance (com-

posing platform library elements), the accuracy of the

instance model has to be guaranteed. In fact, the plain
composition of behavioral models may not correspond to

the behavioral model of the composition. Validity laws

limit the scope of behavioral models to enforce correct

compositions and accurate modeling of interface effects

(e.g., circuit loading due to other circuits). An example of

validity laws and interface modeling in the AP context can

be found in [63], where an RF receiver platform is built

and used to optimize a UMTS system.

C. Mixed-Signal Design Flow With Platforms
The essence of platform-based design is building a set

of abstractions that facilitate the design of complex

systems by a successive refinement/abstraction process

(Fig. 14).

Bottom-up PhaseVWithout loss of generality, we can

assume that the library characterization starts from circuit

Fig. 14. Platform stack for the optimization of the first stage residue amplifier. Starting from the bottom left corner, an analog platform stack

is built from circuit level components generating instances and new components at higher levels of abstraction. The top left graph shows the

analog constraint graph (ACG) used to sample performance of the telescopic operational transconductance amplifier (OTA). The digital part

of the mixed signal platform is generate in a similar way as shown on the right.
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level components. In this case, a set of candidate
topologies for the required functionality is selected, and

the required models (behavioral, configuration, and

performance models and validity laws) are generated.

Notice that several topologies can be merged into a single

higher level component, whose configuration space is the

union of the individual topology performance spaces. The

process can be iterated at higher levels of abstraction,

using configuration models to limit the characterization
space and to generate new performance and behavioral

models. In this way, several layers of platform libraries can

be obtained until the system can be easily mapped on the

top-level platform. The Bdistance[ between adjacent

abstractions is a critical tradeoff points between the single

component and the instance characterization efforts.

Important is also that successive abstractions should

preserve the conservativeness of the model. A model is
conservative if its predicted performance is guaranteed

to be achievable by some (lower level) configurations.

Conservativeness may be broken because of: 1) inaccu-

rate instance models and approximate validity laws and

2) because of optimistic performance/configuration mo-

dels. The first issue has to be carefully addressed when

abstracting the platform instance behavior and usually

requires careful validation (see [63]). The second issue is
addressed at the classifier generation level. In fact, the

SVM scheme adopted in [61] provides smooth, continu-

ous extrapolation among observed performances that,

even mathematically speaking cannot guarantee conser-

vativeness, in practice turn out to be very close to

conservative. Moreover, conservativeness of a SVM model

can be easily controlled with the heuristics adopted in the

same paper.
Top-Down PhaseVThe top-down phase progresses

through successive optimization and refinement. Design

goals are captured as constraints and cost functions. At the

highest level of abstraction, the constraints are intersected

with the feasible performance set to identify the set of

achievable performance that satisfy design constraints.

This constrained optimization problem yields a point in

the feasible configuration space for the platform instances
at the highest level of abstraction. These points can be

mapped back at a lower level of abstraction where the

process is repeated to yield a new point in the achievable

configuration set until we reach a level where the circuit

diagrams and even a layout is available. If configuration

models are conservative, it holds that for each design

refinement a consistent solution can always be found.

Hence, the design process can be shortened considerably.
The question is obviously how many feasible points may

not have been not considered because of the conservative

approximation. Thus, the usual design speed versus design

quality tradeoff has to be explored. Otherwise, at each

level of the hierarchy, we have to verify using the

performance models, the behavioral models and the

validity laws.

A-PBD greatly simplifies the final verification step,
since, in the end, models and performances used in the

top-down phase were obtained with a bottom-up scheme.

Therefore, a consistency check of models, performances,

and composition effects is all that is required at a

hierarchical level, followed by some more costly (but

localized and isolated) low-level simulations that check for

possible important effects that were neglected when

characterizing the platform.

D. Example
To illustrate the A-PBD approach, we optimize the

first stage of a pipeline analog-to-digital converter (ADC)

across the analog/digital interface. The case study targets

an 80-MS/s, 14-bit ADC designed in 130 nm CMOS that

exploits a digital calibration technique scheme similar to

the ones mentioned in the previous paragraphs. The first
stage residue amplifier in the pipeline converter poses the

most challenging constraints in terms of linearity, noise,

and performance. Purely analog solutions typically come

at a large expense in power consumption. Murman et al.,
[23] proposed to use low-power open-loop amplifiers

instead, and to identify and invert the nonlinearities

arising from the lack of negative feedback in the digital

domain. Exploiting A-PBD, we rely on a similar approach
to optimize a closed-loop solution, so that the intrinsic

advantages of feedback can be retained but linearity and

gain requirements are relaxed to enable a reduction in

power consumption [55].

The first step in the design process consists of building

a set of platform libraries. Fig. 14 shows the platform stack

developed for this system. Both analog and digital

platform components are characterized. Focusing on the

Fig. 15. 3-D feasible performance plots for the telescopic (dark region)

and folded cascode (light region) topologies.
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analog components first, a level-1 platform library is built
first, abstracting circuit functionalities and feasible

performance. Two amplifier topologies are included in

the library, being a folded-cascade and a telescopic am-

plifier. A set of constraints including basic biasing

requirements, minimum gain and phase margin have

been exploited to generate the configuration constraints

(represented in an analog constraint graph or ACG). The

top-left corner of Fig. 14 shows the ACG used for tele-
scopic topology, as described in [53]. Fig. 15 shows a 3-D

projection of the 6D feasible performance model for both

amplifiers. A sample-and-hold amplifier (SHA) platform

instance is then built at level-1, and characterized as a

component for the level-2 mixed signal platform library. In

this particular case, the validity laws L1 of the SHA

platform instance are trivially satisfied as the interface

(output load of the amplifier) is fixed.

On the digital side, a similar process is taking place.

The actual accuracy of the algorithm proposed in [23],

which models the overall nonlinear behavior of the

converter as the coefficients of a third order polynomial,

is characterized through extensive simulations. Three

implementations of polynomial corrector modules are

proposed and characterized in terms of accuracy and

power consumption (through synthesis and mapping on a

standard cell library). Finally, a digital corrector platform

instance is assembled and characterized as a digital

component (GDEC) in the level-2 mixed signal platform.

The bottom-up phase therefore builds a platform stack

where multiple analog implementation architectures are

presented at a common level of abstraction together with

digital enhancement platforms, each component being

annotated with feasible performance spaces.

The top-down phase consists of solving an optimization
problem addressing power minimization of the overall

system constrained on linearity and noise requirements

from the system level and feasible configuration models on

the architectural side. Solving the optimization problem

using techniques such as simulated annealing, the results

shown in Table 2 are produced. Topology selection of the

optimum amplifier and polynomial inversion algorithm is

automatically performed, resulting in the telescopic
topology and a moderately complex polynomial inversion

being selected. A-PBD hence allowed performing concur-

rent analog/digital optimization and design space explora-

tions through a set of accurate models that export

architectural effects at high levels of abstraction. An over-

all power consumption reduction of 64% was achieved

with a closed-loop SHA, a result that is comparable to the

ones reported for open-loop solutions.

V. SUMMARY AND CONCLUSIONS

This paper presented a summary of the challenges and
opportunities awaiting mixed-signal SoC in deep-submic-
rometer CMOS technologies. The underlying message is
quite simple. If further integration of complete systems
onto a single die is to continue, designers must embrace
circuit, architecture, and system techniques and method-
ologies that depart from the business as usual. Exploiting
the abundance of digital transistors to make up for the
shortcomings of scaled analog is one option. New
architectures (for instance, using redundancy) is another.
Novel devices or components offer further opportunities.
Yet, handling the complexities that come with these
choices is only possible if a rigorous design flow with clear
abstractions is adopted. Only then will mixed-signal
emerge from the custom design philosophy that has been
its earmark forever. h
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