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Abstract—Building reliable mixed-signal circuits in advanced
process technologies requires an accurate understanding of device
performance and variability. This work presents an on-chip
transistor characterization platform built on a digital focal plane
array readout circuit framework that enables highly parallel
device measurements to be taken in the digital domain. This
technique is used to quickly assess large-scale transistor char-
acteristics and study the impact of random telegraph noise
(RTN) in deeply scaled technologies. A 28 nm HKMG bulk LP
CMOS test chip containing over 80,000 NFETs and PFETs of
multiple sizes and threshold voltages was fabricated and tested
to study device parameters and RTN performance down to
cryogenic temperatures. Results support previous studies of RTN
temperature dependence and suggest that threshold voltage has
minimal impact on RTN relative to device type and dimension.

I. INTRODUCTION

Increasing variability and random telegraph noise (RTN)
in scaled CMOS processes pose a major challenge to scaling
high-performance mixed-signal ICs. RTN in particular, which
increases in magnitude as device sizes shrink, has been tied
to issues ranging from imager variability [1] to SRAM bitcell
failure [2]. The wide span of RTN time constants (microsec-
onds to minutes) makes it difficult to fully characterize a
statistically significant amount of RTN data. Most RTN studies
use transistor arrays requiring complex and time-consuming
off-chip data collection with high-performance test equipment.
The test structure in this work is modeled after a digital focal
plane array readout IC (ROIC) [3]. Applying readout methods
for large pixel arrays to device characterization allows many
RTN samples to be collected quickly in the digital domain.

As shown in Fig. 1, prior I-V measurement and RTN stud-
ies using custom ICs include on-chip measurement platforms
with a single output analog-to-digital converter (ADC) [4] and
analog CMOS image sensor-based structures [5], [6]. Ring
oscillator-based methods, including array-based techniques [7],
to study digital RTN have also been proposed [8]. However,
these structures do not facilitate I-V measurements, providing
less insight into mixed-signal RTN effects. In this work, a 96
× 18 array of compact, moderate-speed ADCs with 12 µm cell
pitch enables parallel measurement of hundreds of test devices
to quickly obtain meaningful statistical data for a wide range
of RTN time constants. The chip, which contains devices with
various channel doping (HVT/RVT/LVT) and lengths, was
fabricated in a 28 nm HKMG bulk process and measured from
room temperature to cryogenic temperatures (100 K) relevant
to high-performance sensing applications.

II. ON-CHIP CHARACTERIZATION PLATFORM

The test chip (Fig. 2(b)) resembles the architecture of a
digital focal plane array ROIC (Fig. 2(a)). At the core of
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Fig. 1. Prior I-V characterization approaches. This work minimizes the testing
time (ttest) and ADC/source-measure unit (SMU) sample rate (fs,ADC )
needed to take k current readings at a sample rate fsamp for N devices.

the design is a 96×18 array of addressable unit cell pairs
containing both a device under test (DUT) cell to generate a
test current and a measurement cell with a 16-bit current-mode
single-slope ADC. The DUT cells and measurement cells are
labeled ‘A’ and ‘B,’ respectively, in Fig. 2(a). The only analog
inputs to the chip are the DUT gate voltage (VG), drain voltage
(VD), and a chip-level reference current used for calibration.

Each DUT cell includes 24 NFETs and 24 PFETs, split
evenly between HVT, LVT, and RVT devices with W=80 nm
and L=30 nm or 86 nm. Four of each DUT type are included
per cell. Specific devices are selected for testing out of the
48 total DUTs using a 24-bit shift register and a binary select
signal that toggles between NFET and PFET sampling.

The measurement cell is analogous to a digital ROIC pixel
[3], using a single-slope ADC that integrates the test current
onto a capacitor to generate a variable-slope voltage ramp that
is reset once it exceeds a threshold (Fig. 2(a)). A gain-boosted
cascode provides high current source output resistance and
enables control of the DUT drain voltage. A compact (12 µm2)
self-biased amplifier [9] is used in the gain-boosting stage
to minimize analog area and eliminate the need for external
amplifier biasing. The single chip-level reference current is
used to calibrate cell measurements. This accounts for both
nonlinearity in the Iin to Dout transfer characteristic caused
by the finite switch reset time (see inset in Fig. 2(a)) and cell-
to-cell variation in the integration capacitance and comparator
offset. Calibrating for cell variation and nonlinearity allows
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Fig. 2. (a) Device characterization platform consisting of a 96×18 array of 12µm× 12µm unit cell pairs. Current from one of 48 DUTs in cell (A) is measured
by the single-slope ADC in (B), using a gain-boosted cascode with a self-biased amplifier to maintain the DUT drain voltage. An external reference current
IREF is used to measure the nonlinear current to digital output code (DOUT ) transfer function. (b) Chip die photo. Unit cell core area is 1.44 mm2.
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Fig. 3. Sample PFET I-V traces on linear and log scales, |VDS | = 500 mV.
(a) All types, T=290K. (b) RVT L=30 nm PFET vs. T.

the integration capacitor to be built with high-density MOS
capacitance and allows the comparator to be implemented with
an inverter chain, so that the ADC can be built in a 12µm
×12µm area and require no external biases other than the DUT
gate and drain voltages and the reference current.

III. MEASUREMENT RESULTS

A. I-V Characterization

Device parameters were extracted by measuring ID vs.
VGS for all devices at room temperature, and for a subset
of 512 devices of each type down to cryogenic temperatures.
Figs. 3(a) and 3(b) present examples of measured PFET I-
V characteristics, demonstrating the expected linear above-
threshold and exponential subthreshold behavior, as well as
the expected distinction between HVT, RVT, and LVT devices.
Devices are measured in saturation (VDS=500 mV) to model
analog performance relevant to mixed-signal and imaging
purposes. The sample I-V characteristic measured from 280
K to 90 K in Fig. 3(b) demonstrates a clear improvement in
subthreshold slope across temperature, with little reduction in
above-threshold current. The x-intercept of the above-threshold
fit to the IDS-|VGS | curve is used to estimate threshold voltage
(VTH ). Mapping mean VTH for all four devices of each type

Fig. 4. Map of PFET VTH variation, with no clear spatial dependence. Inset
shows large variation between cells, and between DUTs in a cell.
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Fig. 5. Threshold voltage and subthreshold slope performance for PFETs.
(a) |VTH | distribution by device type at room temperature (T=290 K).
(b) Subthreshold slope (Ss−th) vs. temperature. Error bars mark standard
deviation of distribution.

within a cell suggests that random variation surpasses spatial
dependence in the 1.44 mm2 core area (Fig. 4). The room
temperature VTH distribution (Fig. 5(a)) shows the expected
difference between HVT, RVT, and LVT devices, in addition
to higher variation in minimum-length devices. Subthreshold
slope varies linearly with temperature, as expected, with more
relative variability evident at cold temperatures (Fig. 5(b)).
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Fig. 6. Sample NFET ∆ID/gm for fs=40 Hz, 5 kHz, and 400 kHz vs.
temperature and VG (VDS = 500 mV). Clusters in map of IRMS/gm (with
peaks marked α, β) show RTN traps.
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B. RTN Characterization

RTN was measured under static bias conditions for a subset
of 6,144 total DUTs at temperatures ranging from 100 K
to 290 K. The test chip can capture a wide range of RTN
time constants (τ ) by varying the ADC sample rate (fs), as
discussed in [10]. Reducing fs averages the DUT current
over a longer sampling period, which improves the minimum
measurable current level but restricts the range of detectable
time constants to τ > 1/fs. While long-duration, high-speed
measurements can accurately characterize both large and small
τ , they also generate orders of magnitude more data than
necessary to extract RTN parameters. When many DUTs are
tested across bias voltage and temperature, this can easily
amount to terabytes of additional measurement data.

Fig. 6 illustrates how fs, temperature (T), and gate bias
(VG) impact the detectability of RTN in a sample NFET.
Change in current (either root mean square current, IRMS , or
difference from mean, ∆ID) divided by device transconduc-
tance (gm) is used as a normalized measure of RTN magnitude.
Under a single set of operating conditions (fixed VG and T),
even a multi-trap device will appear trap-free if τ is smaller
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Fig. 8. Lognormal probability of peak IRMS/gm in each cluster.

than 1/fs or larger than the sample duration. Because RTN
time constants are bias-dependent and inversely proportional
to temperature [11], most traps will be observable even at a
fixed fs for some set of operating conditions. The center plot
in Fig. 6 maps IRMS/gm measured from 100-point samples of
DUT current taken at a range of gate voltages and temperatures
for fs=40 Hz, 5 kHz, and 400 kHz.

In Fig. 6, two traps introduce distinct clusters of measure-
ments, marked α and β, with high IRMS/gm for a specific bias
and temperature range. The peak IRMS/gm in a cluster occurs
when emission (τE) and capture (τC) time constants are equal
and contained in the sample bandwidth. The trap associated
with cluster α is first detectable at T=130 K when fs=40
Hz. As temperature increases, the trap becomes undetectable
(filtered out) at fs=40 Hz, but is observable at higher fs and
VG. Time-domain samples of the input-referred gate voltage
shift (VG + ∆ID/gm) at the top of Fig. 6 illustrate this
filtering effect. Because RTN time constants (τ ) decrease
with temperature, the trap seen at 200 K when fs=5 kHz is
only evident at 240 K when fs=400 kHz. Similarly, the trap
associated with cluster β is first detectable at 230 K when
fs=40 Hz, but cannot be seen even at room temperature when
fs=400 kHz. Nevertheless, a 15 s sample at 280 K (fs=40 Hz),
shown at the bottom of Fig. 6, reveals an additional slow trap
just becoming detectable at room temperature. While the DUT
may exhibit single-trap or trap-free behavior when a single
gate bias and temperature are considered, more comprehensive
measurements reveal the presence of at least three traps.

Because most traps will be detectable at some temperature
and gate bias for a fixed fs, RTN amplitude and number of
traps are estimated by identifying high-IRMS/gm clusters in
1000-point, 40 Hz samples of 6,144 DUTs (512 of each type)
for 6 near-VTH gate biases and 9 temperatures from 100 K
to 290 K. The 512 measurements per DUT type were taken
simultaneously, for a total testing time 4.5 hours instead of
the 96 days required to measure each DUT sequentially. At
this fs, the peak IRMS/gm of most clusters are found at
lower temperatures for all device types (Fig. 7). The magnitude
of RTN, however, is device-dependent. Fig. 8 shows the
cumulative probability distribution of peak IRMS/gm values
for each cluster as a function of device type. The distribution
tail at high IRMS/gm levels, where RTN dominates, fits a
lognormal distribution (Fig. 8). The 30 nm channel length
FETs have RTN amplitudes roughly twice as large as the 86
nm channel length FETs, while channel doping has a relatively
small impact on RTN magnitude. In general, NFETs exhibit
larger RTN amplitudes than PFETs. The number of RTN traps
can be estimated by the number of clusters per DUT with large
(>75th percentile) peak IRMS/gm values. As shown in Fig. 9,
this quantity follows a Poisson distribution. The results indicate
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that NFETs are slightly more likely to exhibit RTN and that
increasing device area slightly increases RTN probability, but
changing doping level has little consistent effect.

The temperature dependence of RTN time constants was
also considered. Fig. 10 shows the mean capture (τC) and
emission (τE) times measured in 1000-point samples of a
single PFET for all three sampling frequencies. The majority
of observed traps exhibit either the type-I behavior shown, in
which τC decreases with |VGS | and τE increases with |VGS |
[12], or neutral behavior in which τE changes little with |VGS |
while τC decreases. The mark-space ratio (τC/τE) dependence
on VGS also fits the model presented in [12] (where XT /TOX

is the trap depth relative to the oxide thickness):

XT

TOX
=

−kT

q

∂ ln(τC/τE)

∂VG
(1)

Fig. 10 shows that
∂ ln(τC/τE)

∂VG
varies directly with -1/T, as

predicted assuming a fixed relative trap depth of 0.52.

IV. CONCLUSION

Integrating high-performance digital processors directly
with sensors requires moving analog designs to scaled pro-
cess nodes that are increasingly susceptible to variability and
random telegraph noise (RTN). To help understand these chal-
lenges, this work presents a compact device characterization
platform modeled after a digital focal plane array readout cir-
cuit capable of measuring hundreds of devices simultaneously
in the digital domain. This technique eliminates the need to use
high-performance bench supplies in device characterization,
and enables a wide range of random telegraph noise (RTN)
time constants to be characterized quickly and efficiently by
adopting a variable sampling rate. Results indicate that device
doping level (threshold voltage) has a much smaller impact
on RTN magnitude and frequency than device size, and that
low-frequency noise is less pronounced in PFETs than NFETs.
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