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Abstract

Hardware acceleration in the form of customized datapath and control circuitry tuned

to specific applications has gained popularity for its promise to utilize transistors more

efficiently. However, architectural research in the area of specialization architectures is

still in its preliminary stages. A major obstacle for such research has been the lack of an

architecture-level infrastructure that analyzes and quantifies the benefits and trade-offs

across different designs options. Existing accelerator design primarily relies on creating

Register-Transfer Level (RTL) implementations, a tedious and time-consuming process,

making early-stage, design space exploration for specialized architecture designs infeasi-

ble.

This dissertation presents the case for early-stage, architecture-level design method-

ologies in specialized architecture design and modeling. Starting with workload charac-

terization, the proposed ISA-independent workload characterization approach demon-

strates its capability to capture application’s intrinsic characteristics without being bi-

ased due to micro-architecture and ISA artifacts. Moreover, to speed up the accelera-

tor design process, this dissertation presents a new modeling methodology for quickly

and accurately estimating accelerator power, performance, and area without RTL gen-

eration. Aladdin, as a working example of this methodology, is 100× faster than the

existing RTL-based simulation, and yet maintains accuracy within 7% of RTL imple-
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mentations. Finally, accelerators are only part of the entire System on a Chip (SoC). To

accurately capture the interactions across CPUs, accelerators, and shared resources, we

developed an integrated SoC simulator based on Aladdin to enable system architects to

study system-level ramifications of accelerator integration.

The techniques presented in this thesis demonstrate some initial steps towards early-

stage, architecture-level infrastructures for specialized architectures. We hope that this

work, and the other research in the area of accelerator modeling and design, will open

up the field of specialized architectures to a wider range of researchers, unlocking new

opportunities for efficient accelerator design.
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“It was the best of times, it was the worst of
times, it was the age of wisdom, it was the age
of foolishness, it was the epoch of belief, it was
the epoch of incredulity, it was the season of
Light, it was the season of Darkness, it was the
spring of hope, it was the winter of despair.”

Dickens, 1859 1
Introduction

The era of heterogeneous computing is upon us. Heterogeneity comes in many forms, in-
cluding domain-specific processors and application-specific accelerators. Almost all major
semiconductor vendors have chips that include accelerators, big or small, for a variety of
applications. Research in this space has grown in popularity, and there is a vibrant com-
munity of researchers in the fields of computer architecture and VLSI-CAD that seek to
embrace this new era. But what exactly is an accelerator and why do we need accelera-
tors now? In the following sections, we define accelerators and discuss how fundamental
changes in the semiconductor industry have brought about the emergence of this new era
of hardware accelerators.

1.1 What is an accelerator?

An accelerator is a specialized hardware unit that performs a set of tasks with higher
performance or better energy efficiency than a general-purpose CPU. Examples of accel-
erators include digital signal processors (DSPs), graphics processing units (GPUs) and
fixed-function application-specific integrated circuits (ASICs), such as video decoders.
The use of accelerators is not a new idea; the deployment of floating point co-processors
in the 1980s marked one of the early adoptions of accelerators, and accelerators have
been a common feature of system-on-chip (SoC) architectures for embedded systems for
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decades. However, accelerator research and deployment in mainstream computer archi-
tectures has not been embraced until very recently. This raises the question: why accel-
erators, now?

To answer this question, let us first look at the interaction between computer archi-
tecture and semiconductor technology. Computer architecture sits as a layer between
the semiconductor fabrication and circuit technology used to produce chips and the
high-level system software and applications that run on them. Hence, every major ar-
chitectural breakthrough is deeply rooted in the advance of underlying technology and
the quest for better performance or energy efficiency for applications. In the rest of this
chapter, we discuss the historical scaling trends that have driven the growth of the semi-
conductor industry and how disruption in these trends has led to the growing popularity
of accelerators.

1.2 A tale of two scalings

The semiconductor industry has been driven by two scaling laws: Moore’s Law and Den-
nard scaling. It is these two scaling trends that have resulted in the popularity of CMOS
technology and subsequent advances in computing technology over the past several decades.

1.2.1 Moore scaling

The semiconductor industry has recorded impressive achievements since 1965 when Gor-
don Moore published the observation that would become the industry’s guiding standard
for the subsequent five decades115. Moore’s law states that the number of transistors
that can economically be fit onto an integrated circuit doubles every two years, demon-
strated in the well-known plot shown in Figure 1.1. This simple plot set the pace for
progress in the semiconductor industry, although Moore’s scaling prediction is purely
an empirical observation of technological progress.

Moore’s law is about more than just shrinking transistor sizes and better integration
capability. It is fundamentally a cost-scaling law. Moore derived the law as he was ulti-
mately interested in shrinking transistor costs. Figure 1.2 is also from Moore’s original
paper, and is an often overlooked observation that is every bit as important as transistor
density trends:

“For simple circuits, the cost per component is nearly inversely proportional

2



Figure 1.1: In 1965, Gordon Moore
predicted that the number of transistors
per integrated circuit would double every
year (later revised to every two years)115.

Figure 1.2: The minimum cost per
transistor can be reached by balancing
the density of transistors and the yield

rate of fabrication115.

to the number of components, the result of the equivalent piece of semicon-
ductor in the equivalent package containing more components. But as com-
ponents are added, decreased yields more than compensate for the increased
complexity, tending to raise the cost per component. Thus there is a mini-
mum cost at any given time in the evolution of the technology.”

What Moore observed is that the cost per transistor depends on two factors. One is
the density of transistors that we can cram onto a single chip, and the other one is the
yield rate of the fabrication, i.e., the fraction of working chips on a wafer. On the one
hand, increasing the number of transistors per silicon area makes each individual transis-
tor cheaper on average. On the other hand, as chip design becomes more complex with
more transistors, the chances of a chip being rendered inoperable by defects found on the
wafers also increase, driving up the cost per transistor.

Over the years, Moore’s law has driven the semiconductor industry to lower the cost
per transistor by scaling the sizes of transistors and wafers together with a combination
of other innovative “circuit and device cleverness” to increase the yield137. Specifically,
scaling the sizes of transistor and wafer affects the transistor cost in the following ways:

• Transistor size—the smaller the better since we can cram more transistors on the
same die area;
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Device or Circuit Parameter Scaling Factor
Device dimension tox, L,W 1/k
Doping concentration Na k
Voltage V 1/k
Current I 1/k
Capacitance eA/t 1/k
Delay time per circuit V C/I 1/k
Power dissipation per circuit V I 1/k2

Power density V I/A 1

Table 1.1: Dennard scaling detailed how device and circuit parameters follow the scaling of
transistor dimensions60.

• Wafer size—the larger the better since we can produce more chips from a fixed
number of processing steps. Also, empirically defects are more likely to occur at
the edge of a wafer, so a larger wafer also means smaller defective densities.

1.2.2 Dennard scaling

Moore’s analysis only stated that we need to make transistors smaller but it did not
touch on how to make this happen. It is Dennard scaling that outlined how we make
smaller transistors at each technology generation. Robert Dennard addressed this in his
seminal paper on metal-oxide semiconductor (MOS) device scaling in 197460. In that pa-
per, Dennard showed that when voltages are scaled along with transistor dimensions, a
device’s electric fields remain constant, and most device characteristics are preserved.
Table 1.1 summarizes how transistor and circuit parameter changes under ideal scal-
ing conditions, where k is a unit-less scaling constant. In a new technology generation,
the transistor dimensions, e.g., gate oxidide thickness (tox), length (L), and width (W ),
become smaller compared to the previous generation by a factor of 1/k. As transistors
get smaller, they switch faster, use less power but achieve the same power density. Den-
nard’s scaling has set the roadmap for the semiconductor industry for each generation of
process technology, with a concrete transistor scaling formula to move each generation
forward.
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1.3 The combination of Moore and Dennard scaling

As we discussed earlier, Moore’s scaling fundamentally is about cost scaling: the more
transistors that can be packed into a given silicon area, the cheaper it is to fabricate
a transistor. On the other hand, Dennard’s scaling is about performance scaling. It
demonstrated how transistors have better delay and power characteristics as they get
smaller. Eventually, every scaling theory faces two possibilities: to continue or to end.
By combining the two possibilities with Moore’s and Dennard’s scaling theories, we end
up with a combination of four scaling trends, shown in Figure 1.3.

Scale for 
performance and cost

(I)

Scale for
performance

(III)

Scale for
cost
(II)

No more scaling.
(IV)

Continues Ends

Continues

Ends

Moore’s Scaling

Dennard’s
Scaling

Figure 1.3: Four relations of Moore and Dennard scaling.

1. Both Moore and Dennard scalings continue—Scale for both performance and cost
(Region I). This is the ideal scaling region, which the semiconductor industry en-
joyed up until the 2000s, resulting in both faster and cheaper transistors.

2. Moore scaling only—Scale for cost (Region II). The state of the semiconductor in-
dustry since the mid 2000s: Dennard scaling stops but we still have cheaper tran-
sistors per generation.

3. Dennard scaling only—Scale for performance (Region III). This scaling region has
not been realized in an economically practical way.
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4. No more scaling—Scale for nothing (Region IV). CMOS technology will become a
commodity, likely resulting in lower profit margins for fabrication companies. In
this case, there will be little motivation to devote any efforts to continue scaling
until a new transistor technology emerges to displace end-of-CMOS devices.

We will discuss each of the four trends and how they have shaped the evolution of the
computing industry.

1.3.1 Moore + Dennard—where we were

The semiconductor industry reaped the benefits from scaling in Region I for a long while,
where both Moore and Dennard scaling provided nearly ideal benefits to chip designers.
Figure 1.4 shows that the minimum feature size scaled consistently over a 30 year period
from the mid-1970s to the mid-2000s, closely tracking with Dennard scaling projections
and providing designers with smaller, faster transistors. At the same time, Moore scal-
ing, represented by a doubling of the number of transistors every two years (Figure 1.5),
led to an exponential decrease in cost per transistor (Figure 1.6).

1.3.2 Moore Scaling only—where we are

By the middle part of the 2000s, the semiconductor industry realized that scaling trends
had created a major problem with power consumption that made it difficult to econom-
ically cool microprocessors. The fundamental reason is that while the industry was suc-
cessful in matching Dennard scaling projections in producing smaller transistors, the chip
supply voltage had not kept pace with the theoretical projections.
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Figure 1.7 shows historically how supply voltage scales with transistor feature size.
The data here is collected from CPU DB59, an open database that aggregates detailed
processor specifications of more than 790 processors from 17 manufacturers over the past
40 years. We notice that from the 0.13 um generation on, supply voltage scaling has
slowed down, which is tightly coupled to the lack of threshold voltage scaling in devices
to counter sub-threshold leakage current. At the same time, we also observed an abrupt
end to the clock frequency scaling era in the early 2000s, illustrated in Figure 1.8. The
reason behind this is power. As voltage scaling stops, in order to keep power density con-
stant, the industry has moved away from deep-pipelined, high-frequency machines and is
now designing machines with relatively fixed frequencies80,83,150.

After loosing the benefits of clock frequency scaling, with the increasing number of
transistors provided by Moore’s scaling, the microprocessor industry adopted multicore
architectures that use many simpler processors to keep power density low while increas-
ing the aggregated performance of the entire chip through thread-level parallelism. How-
ever, the multicore approach does not fundamentally extend Dennard’s performance scal-
ing.

First, as illustrated by Amdahl’s Law, the overall speedup is still heavily limited by
the sequential portion of the application22. Figure 1.9 shows the ideal speedup with re-
spect to the number of cores for applications with different parallelism. For extreme par-
allel workloads, e.g., more than 95% portion of the program is parallelizable, the achiev-
able speedup for 256 cores is less than 20 ×. Second, the worsening energy and speed
scaling of transistors further limits the number of transistors that can be powered on at
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compared to Moore’s law scaling64.

the same time, leading to transistor under-utilization (i.e., dark silicon64). Figure 1.10
illustrates the overall achievable speedup over technology generations. Due to the par-
allelism and power limitation, a significant gap exists between what is achievable with
multi-core scaling and what is expected from Moore’s Law (i.e., doubling performance
with every technology generation). The question for architects now is: what’s next?

1.3.3 Dennard only—where we are unlikely to be

Although it is unlikely that we will enter a regime of Dennard-only scaling, it could exist
if there were a new device technology that scaled in performance and energy, but not in
the economic dimension of Moore scaling. For the sake of discussion, such a technology
would likely be confined to niche applications that need ultra high performance or low
energy consumption and are not cost sensitive. Thus, it is likely that only a small sub-
set of semiconductor players would be interested in exploring such technologies, as the
capital and R&D expenses of maintaining scaling would be hard to overcome.

1.3.4 A future without scaling: “The winter of despair”

A return of Region I scaling is unlikely in the medium term given device technology
trends and projections over the next decade. At the same time, traditional Moore scal-
ing is already measurably slowing down. Figure 1.11 shows Intel’s historical technology
scaling trend based on the release date of the first microprocessor in each technology
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Figure 1.11: Intel historical technology scaling trend and projections9,10.

node, along with projections for the arrival of the 10 nm node. Over the past decade,
Intel has been following its famous tick-tock development cycle: first releasing processors
with an existing architecture but a new technology node (tick), and then the following
year releasing processors with a new architecture on the then-mature technology node
(tock). In this way, Intel can release new products every year, alternating architecture
and technology improvements. However, the introduction of Intel’s 14 nm process in
the fourth quarter of 2014 was a disruption of this rhythm as it was delayed for half of
a year beyond the original projection of the second quarter. Moreover, in July 2015, Intel
announced that the 10 nm node will not be ready until the second half of 2017, which is
another significant delay10. In this case, there will be three generations of products using
the same 14 nm technology.

Intel’s latest delay is part of a larger trend in semiconductor manufacturing. Switching
to a new process node is getting more complex and more expensive than ever. There has
been a drastic increase in the following two categories of fabrication costs.

First, the R&D cost for developing next generation CMOS transistors is increasing
rapidly. Innovations like FinFETs have allowed the semiconductor industry to continue
to scale transistor feature sizes. However, the fabrication process is getting significantly
more complex due to techniques such as multi-patterning157,171. Such costs overcome
lithography bottlenecks at the expense of more fabrication steps, expensive tools, and
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Figure 1.12: Cost per transistor stops scaling2.

higher mask design costs. Several semiconductor companies have become fabless in the
past several years due to the increasing cost of maintaining state-of-the-art fabrication
facilities7, and it is likely that we will see even more consolidation in the industry.

Second, it is also getting harder to increase the wafer size. Larger wafer size can lower
fabrication costs by increasing the number of dies per wafer and providing better yields.
However, the cost of equipment grows significantly with larger wafer sizes. Migrating
from today’s 300 mm wafers to full-scale 450 mm fabrication lines will cost $10 billion to
$15 billion, and thus this transition is is not expected to occur until 202014.

Figure 1.12 shows the cost of transistors over different technology generations in re-
cent years. The data, provided by Nvidia2, shows that there is a minimal projected cost-
benefit after migrating past 28 nm technology, as the projected curves have normalized
cost to 28 nm. Thus, scaling to smaller feature sizes will no longer provide an economic
benefit for fabless IC companies. If this comes to pass, it will effectively mean the end of
the economic scaling projection of Moore’s Law.

1.4 To live without scaling: “A spring of hope”

The computing industry has begun to adjust to the loss of Dennard scaling, and the loss
of Moore scaling is on the near-term horizon. Without either kind of scaling, there is the
risk of stagnation in the overall computing industry. One possible outcome of this is that
transistors will become a commodity with potentially lower profits for fabrication compa-
nies. This will likely lead to additional consolidation in the semiconductor industry, e.g.,
the recent Intel-Altera and Avago-Broadcom acquisitions3,8, and fabrication companies
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will rely on “More-than-Moore” technologies to provide differentiation23.
At the same time, technology disruptions often mean new opportunities, and in this

case, there is a significant opportunity for innovation at the design and architecture level.
Companies will increasingly differentiate their products based on vertically integrated
solutions that leverage new applications mapped to innovative hardware architectures.
In this context, application- and domain-specific hardware accelerators are one of the
most promising solutions for improving computing performance and energy efficiency in
a future with little benefit from device technology innovation.

1.4.1 Why not architectural scaling?

Even with both Moore and Dennard scaling, architecture-level innovations have already
contributed significantly to the performance increase of computing systems. Figure 1.13
illustrates the normalized performance of multiple generations of processors since Intel’s
80386 microprocessor, also from CPU DB59. To estimate the performance of a processor
if it were manufactured using a newer technology without micro-architecture changes,
the authors use the delay of an inverter driving four equivalent inverters (a fanout of
four, or FO4) to quantify the speedup achieved through frequency scaling. We see that
roughly half of the overall performance improvement is due to faster transistors; the
other half is mostly from architectural innovations. With the increasing number of tran-
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Figure 1.14: Specialization makes a difference.

sistors on a chip, computer architects have been working hard to make use of these tran-
sistors for better performance. Examples include superscalar and out-of-order scheduling
to increase instruction-level parallelism, better cache hierarchies to overcome memory
bottlenecks, multi-core architecture to harness thread-level parallelism, and specialized
units, like SIMD, to increase the performance of applications with data-level parallelism.

Figure 1.13 suggests that to overcome the loss of FO4 scaling over the next decade,
computer architects will need to deliver an additional order of magnitude performance
improvement for the computing industry to enjoy the same amount of performance dif-
ferentiation that we achieved over the past decade. However, it is unlikely that we will
see these same increases in performance and efficiency for traditional general-purpose
cores going forward, as many of the above techniques have reached the plateau of perfor-
mance improvement and already incurred unwanted power overheads.

1.4.2 Specialization makes a difference

Hardware acceleration in the form of datapath and control circuitry customized to par-
ticular algorithms or applications has surfaced as a promising approach, as it delivers
orders of magnitude performance and energy benefits compared to general-purpose solu-
tions. Figure 1.14 shows the energy efficiency comparison between general-purpose pro-
cessors, DSPs, and dedicated application-specific accelerators172. The data was collected
from 20 different chips across different architectures. These chips were originally pub-
lished at the International Solid State Circuits Conference (ISSCC) between 1998 and
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Figure 1.15: An annotated die photo of an Apple A8 (iPhone 6) SoC. The yellow box on the
lower right is a dual-core CPU, and the red box on the lower left is a quad-core GPU. More than
half of the die area is dedicated to non-CPU, non-GPU blocks (white boxes), most of which are

application-specific accelerators. The original die photo is from Chipworks4.

2002. Compared to general-purpose processors, customized processors like DSPs deliver
from 10× to 100× more energy efficiency, while dedicated application-specific accelera-
tors are 1000× more energy efficient.

Specialized architectures were first adopted in the power-constrained mobile market.
Figure 1.15 shows a die photo of an Apple’s A8 SoC. We notice that the CPU (the yel-
low box on the lower right) takes only 15% of the die area, while the GPU (the red box
on the lower left) takes 25% of the die area. More than half of the SoC area is dedicated
to non-CPU, non-GPU blocks, most of which are application-specific hardware accelera-
tors. This area allocation is interestingly common. Analysis of die photos146 from three
generations of Apple’s SoCs: A6 (iPhone 5), A7 (iPhone 5S), and A8 (iPhone 6), iden-
tifies the same trend, as illustrated in Figure 1.16 (left). In addition, we also observe an
increasing diversity in these specialized blocks. Figure 1.16 (right) shows that the num-
ber of specialized IP blocks across five generations of Apple SoCs has been growing con-
sistently over the past decade.
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Moreover, the need for specialized architectures is no longer solely associated with the
mobile market. The lack of device scaling has motivated the need for specialization in
virtually every type of computing system, ranging from mobile SoCs, desktops, and even
data centers88,111,128,143. The natural evolution of the increasing number of accelerators
will lead to a growing volume and diversity of customized accelerators in future systems.
We envision future heterogeneous architectures would include CPUs, GPUs, and a di-
verse set of specialized accelerators, all of which are connected through shared memory
and network on chip (NoC), as illustrated in Figure 1.17.
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Figure 1.17: Future Heterogeneous Architecture.
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1.5 Challenges in Specialized Architecture Design

It is an exciting era for specialized architectures. We are seeing accelerators being de-
signed and deployed for machine learning, databases, networking processing, and a va-
riety of other applications45,128,133,144,165. CAD vendors are introducing new high-level
synthesis tools to lower the barriers of accelerator designs1,20,28,93. Intel’s acquisition of
Altera with $16 billion, Intel’s largest purchase to date, marks growing excitement for in-
tegrated CPU-FPGA SoCs in servers and desktops8. However, architectural research in
the area of specialization architectures is still in its preliminary stages. A major obstacle
for such research has been the lack of an architecture-level infrastructure that analyzes
and quantifies the benefits and trade-offs across different designs options.

Historically, the computer architecture community has focused on general-purpose pro-
cessors, and extensive research infrastructure has been developed to support research ef-
forts in this domain, such as workload characterization61,71,82,107, benchmarking31,41,151,158,
and power-performance modeling26,32,35,102,166. However, existing accelerator design pri-
marily relies on creating Register-Transfer Level (RTL) implementations, a tedious and
time-consuming process. This slow process poses two major problems for accelerator-
related research at the architectural level. First, RTL-based design flow is extremely
slow. It takes hours, if not days, to generate, simulate, and synthesize RTL to get the
power and performance of a single accelerator design, even with the help of high-level
synthesis (HLS) tools. Such a low-level, RTL infrastructure cannot support large design
space exploration to identify optimal accelerator design options. Second, architecture-
level studies are generally performed in the planning stages of the design, before RTL de-
signs have begun to take shape. This RTL-based design flow makes early-stage, architecture-
level design space exploration infeasible. Hence, as the industry dives further into this
era of specialization, there is a clear need for architecture-level design methodologies for
early-stage accelerator studies.

1.6 Thesis Contributions

This dissertation is one of the first efforts in the computer architecture community to
abstract the traditional, RTL-based design methodology to the architectural level. I have
developed a series of research infrastructures, ranging from workload characterization142,
benchmarking131, power-performance-area modeling145,146,141, and system integration167
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to help researchers study key issues in these domains. Specifically, this research has had
the following three major contributions.

1.6.1 Accelerator Workload Characterization (Chapter 3).

Specialized accelerators, especially fixed-function accelerators, are designed only for spe-
cific applications or domains of applications. Understanding intrinsic workload char-
acteristics is a key, first step to deciding whether an application is amenable to accel-
eration. Workload characterization has been an active field of computer architecture
research, though with a strong focus on general-purpose designs. Typically, hardware
performance counter statistics, e.g., IPC, cache miss rates, and branch misprediction
rates, are collected to characterize an application’s behavior. Such an approach is useful
in identifying performance bottlenecks for different applications on a specific platform,
but it does not unveil applications’ intrinsic characteristics, because many machine-
dependent features, such as cache size and pipeline depth, can strongly affect the perfor-
mance counter statistics. Hence, new workload characterization methodology is needed
to help designers quickly understand the intrinsic of acceleration for applications.

To address this, we were the first to propose an ISA-independent workload charac-
terization approach, called WIICA, for accelerators. WIICA leverages the existing ISA-
independent nature of a compiler intermediate representation (IR). WIICA includes a
compiler pass to generate a dynamic IR trace for applications of interest and profiles
ISA-independent program characteristics within the broad categories of program com-
pute, memory activity, and control flow, all of which are relevant to the design and ac-
celerators. We also quantify the differences between ISA-dependent and -independent
analysis and demonstrate that program characteristics profiled without ISA-independent
analysis could be significantly biased due to microarchitecture and ISA artifacts.

1.6.2 Accelerator Pre-RTL Modeling (Chapter 4).

The increasing volume and diversity of accelerators in every generation of processors re-
quires rolling out new designs quickly with relatively low design cost. The International
Technology Roadmap for Semiconductors (ITRS) predicts hundreds to thousands of cus-
tomized accelerators by 202218. However, state-of-the-art accelerator research projects
only contain a handful of accelerators because the cumbersome design flow inhibits com-

16



puter architects from evaluating large accelerator-centric systems. Such inadequacy in
infrastructure has confined the exploratory scope of accelerator research.

This led to the development of Aladdin, a pre-RTL, power-performance-area simulator
for accelerators. Aladdin takes high-level language descriptions of algorithms as inputs
and uses dynamic data dependence graphs (DDDG) as a representation of an accelera-
tor without having to generate RTL. Starting with an unconstrained program DDDG,
which corresponds to an initial representation of accelerator hardware, Aladdin applies
optimizations as well as constraints to the graph to create a realistic model of acceler-
ator activity. We rigorously validated Aladdin against RTL implementations of accel-
erators from both handwritten Verilog and a commercial HLS tool for a range of appli-
cations, including accelerators in Memcached103, HARP164, NPU65, and a commonly
used throughput-oriented benchmark suite, SHOC58. Our results show that Aladdin can
model performance within 0.9%, power within 4.9%, and area within 6.6% compared to
accelerator designs generated by traditional RTL flows. In addition, Aladdin provides
these estimates over 100× faster.

1.6.3 Accelerator-System Co-Design (Chapter 5).

Specialized architectures comprising CPUs, GPUs, and accelerators are widely adopted
in the mobile market and are beginning to emerge in the broad server and desktops.
Typically, accelerators are often designed as standalone IP blocks that communicate with
the rest of the system using a Direct Memory Access (DMA) interface. This modular-
ity simplifies IP design and integration with the rest of the system, leaving tasks like
data movement and coherency management to software device drivers. Such simplifica-
tion may work fine with a handful of accelerators, but it is hard to scale with a grow-
ing number of accelerators actively requesting and operating on data at the same time.
Moreover, designing each accelerator in an isolated fashion also excludes itself from tak-
ing into account possible higher-level coordination and optimization across accelerators,
general-purpose cores, and shared resources such as cache hierarchies, resulting in less
optimal designs.

This has motivated us to expand the Aladdin framework with other architecture-level
simulators to help system architects study the interactions between accelerators and the
rest of the system. Hence, we integrated Aladdin with the gem5 system simulator32, a
widely-used system simulator with configurable CPUs and memory systems. Our valida-
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tion of gem5-Aladdin against the Xilinx Zynq SoC platform achieves less than 6.5% er-
ror. We demonstrate that co-designing accelerators with system-level considerations has
two major ramifications for accelerator microarchitectures that are not yet fully under-
stood in the literature. First, datapaths should be less aggressively parallel, which results
in more balanced designs and improved energy efficiency compared to accelerators de-
signed in isolation. Second, the choice of local memory interfaces is highly dependent on
the dynamic memory characteristics of the accelerated workload, the system architecture,
and the desired power/performance targets. We show that accelerator-system co-design
can improve energy-delay-product by up to 7.4× and on average 2.2×.

1.7 Thesis Organization

The landscape of accelerator research has changed dramatically in the past decade. Chap-
ter 2, therefore, takes some time to thoroughly review the efforts that both the archi-
tecture and the HLS communities have made over the years towards specialized archi-
tecture designs. Chapter 3 describes the WIICA workload characterization tool. Chap-
ter 4 discusses the methodology and validations of the Aladdin framework for pre-RTL,
power-performance-area modeling. Chapter 5 focuses on issues with accelerator-system
co-design, enabled by the gem5-Aladdin infrastructure. We conclude the thesis with a
discussion of future work in Chapter 6.
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“A new scientific truth does not triumph by
convincing its opponents and making them see
the light, but rather because its opponents even-
tually die and a new generation grows up that is
familiar with it.”

Max Planck

2
Background and Related Work

This section serves as an overview of state-of-the-art accelerator research and recent ad-
vances in accelerator design flow.

2.1 Accelerator taxonomy

We characterize the space of accelerator designs with two dimensions: coupling and gran-
ularity.

Coupling defines where accelerators are deployed in the system. Today’s system hier-
archy typically includes a pipelined processor core with multiple levels of caches attached
to the memory bus and then connected to I/O devices through the I/O bus. Conceptu-
ally, accelerators can be attached to all levels of this hierarchy, though with unique chal-
lenges and opportunities: tightly coupled accelerators require more modifications of the
host processor designs, but promise lower invocation latency, while loosely coupled accel-
erators often incur high invocation cost, but they are freer from the design constraints of
the host core. Here we discretize the degree of coupling into the following categories:

1. Accelerators that are part of the pipeline.

2. Accelerators that are attached to cache.
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3. Accelerators that are attached to the memory bus.

4. Accelerators that are attached to the I/O bus.

Granularity defines what kinds of computation are offloaded to accelerators. Finer-
grained accelerators are more likely to be used by a variety of applications, but they re-
quire certain changes to the software stack (i.e., ISAs, OSes, compilers, or programming
languages), to allow applications to be decomposed into fine-grained regions that can be
implemented by hardware accelerators when appropriate. On the other hand, coarser-
grained accelerators are intended to accelerate specific functions or kernels where achiev-
ing high efficiency supersedes the need to accommodate more programs. As chips acquire
more transistors than can be powered simultaneously64, using some of those transistors
to speed up an application that really matters becomes more affordable. Here we break
down the computation granularity into three categories:

1. Instruction-level accelerators designed for single primitives, such as arithmetic op-
erators (including sqrt, sin/cos).

2. Kernel-level accelerators that compose key parts of important applications. Exam-
ples include matrix multiply, stencil, and FFT.

3. Application-level accelerators that execute the entire applications such as H.264
video decoding and deep neural networks (DNN).

The Taxonomy

Table 2.1 presents the taxonomy of the state-of-the-art accelerator architecture space.
Accelerators in bold are industry products, and the rest are research prototypes. Inter-
estingly, we notice that industry products tend to reside at the top left and the bottom
right corners of the table (the only exception being cryptography accelerators at the bot-
tom left) while research projects are sprinkled almost everywhere. The reason behind
this trend lies in the cost of integration.

Industry has been fairly successful in providing loosely coupled, application-level accel-
erators, such as GPUs or FPGA accelerators connected to the PCIe bus. Such accelera-
tors provide off-the-shelf solutions that minimally interfere with the hardware design of
general-purpose cores or the existing CPU software stack. On the hardware side, today’s
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Part of the
Pipeline

Attached to
Cache

Attached to the
Memory Bus

Attached to the
I/O Bus

Instruction-
Level

FPU,
SIMD,

DySER74,

Hwacha100,122,161,
CHARM54,51,

Kernel-
Level

NPU65,
10x1047,

Convolution Engine129,
H.26478,

DANA62,
SNNAP117,
C-Cores159,

Database40,
Q100165,

LINQits48,
AccStore110,

Application-
Level

x86 AES11,
Oracle/Cavium

Crypto Acc15,90,

Key-Value Stores112,
Memcached103,

Sonic3D136,
DianNao43,44,

HARP164,
TI OMAP519,

IBM PowerEN94,
IBM POWER7+33,

GPU,
Catapult128,
IBM Power8
CAPI Acc5,

Table 2.1: Accelerator taxonomy.

commercial accelerators require minimal changes in general-purpose core designs; accel-
erators either reside on a separate chip, as in the case of GPUs or FPGA accelerators, or
they are plugged in as standalone IP blocks, as in the case of today’s SoCs. On the soft-
ware side, the software stack is also more or less intact: the entire workload is offloaded
to accelerators, and no additional management is needed.

Industry has also been good at providing tightly coupled, instruction-level accelera-
tors, such as FPU and SIMD units, a category located at the opposite corner of the table
from loosely coupled, application-level accelerators. The wide adoption of accelerators
in this category also stems from the relative ease with which they can be integrated. Of
course, certain modifications to ISAs and compilers are needed to allow applications to
leverage accelerators inside the pipeline, such as auto vectorization for vector units, and
hardware designers need to balance the new execution units with the rest of the pipeline.
However, the changes are well-contained inside the pipeline, with little impact on the
memory system.

The accelerator space that requires more attention in the next decade lies in cache-
attached, kernel-level accelerators. These are the areas where we see little industry pres-
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ence yet and mostly early work from research projects. In terms of coupling, tightly cou-
pled cache-attached accelerators free programmers from worrying about low-level data
movement between accelerators and cores, as is the case of loosely coupled accelerators
with DMA, but they need to cope with non-uniform memory latency, virtual memory,
and cache coherence on their own147. In terms of granularity, kernel-level accelerators
attempt to strike a balance between speedups and programmability by carving out sig-
nificant chunks of computation, while providing reuse across applications. To decompose
applications into kernel-level accelerators, detailed workload characterization is needed to
understand the speedup potential for different kernels.

Here we discuss some recent projects on hardware accelerators in each category of the
taxonomy. The list of examples is not intended to be exhaustive.

2.1.1 Accelerators that are part of the pipeline.

One philosophy of integrating accelerators holds that if the accelerator is important
enough, it should be put inside the pipeline as an execution unit. A classic example is
the floating point unit (FPU). The advantage of integrating accelerators into the pipeline
is that the accelerator design does not need to worry about the accelerator’s interac-
tion with the rest of the system: accelerators are just new functional units inside the
pipelines, and they can leverage a core’s load/store units and TLB for memory accesses.
On the other hand, the performance of accelerators in this category can easily be limited
by constraints of the cores, e.g., the bandwidth of the register files. These benefits and
limitations are true for all the pipeline-attached accelerators. In this section, we have a
representative accelerator design for each granularity in this category.

Instruction-Level

We start with instruction-level accelerators that are part of the pipeline.

FPU and SIMD. In early Intel chips, there were no floating point units. If the pro-
gram required floating-point computing, programmers needed to emulate those computa-
tions in software, which was very slow. Eventually, with the increasing need for floating-
point capability, floating-point processing was built into hardware. However, the first
floating point unit was shipped as a co-processor on another chip (8087), which users
could attach to the main CPU chip (8086) if desired. Not until the 80486 did Intel start
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integrating the floating-point unit with the CPU. Now the floating-point unit is a de-
fault component in a most processor core pipelines. Similar evolution also happened with
Single Instruction Multiple Data (SIMD) units that speed up data-parallel computation.

Figure 2.1: DySER pipeline74.

DySER. Dynamically Specialized Execution Resource (DySER) is a hardware-compiler
co-design approach to dynamically wire a mesh of functional units for different phases of
program execution. Each phase is roughly tens to hundreds of instructions. The key idea
of DySER is to speed up commonly-used computation paths without incurring repeated
fetch, decode, and register access costs. DySER proposed an accelerator architecture
integrated into the host processor’s pipeline, shown in Figure 2.1, as a special execution
unit. The DySER accelerator is composed of a heterogeneous array of functional units
(FUs) connected with a mesh network. The granularity of the functional units in DySER
is similar to the complexity of instructions in CPUs. Examples of FUs include integer
ALU, multiply, and divide, as well as floating-point add/subtract, multiply, and divide74.

Kernel-Level

Compared to instruction-level accelerators, kernel-level accelerators implement large,
more semantically rich functions, e.g., multiple basic blocks, of computation.

NPU. The neural processing unit (NPU) is a low-power, neural networks accelerators
targeted at emerging approximate applications that can tolerate inexact computation in
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Figure 2.2: Neural processing unit65.

substantial portions of their executions65. The NPU is tightly coupled to the processor
pipeline, shown in Figure 2.2, to accelerate small kernels, e.g., fft and sobel edge detec-
tor, in approximate applications. When a programmer writes their code for NPU, they
explicitly annotate functions that are amenable to approximate execution. During com-
pilation time, a NPU compatible compiler trains a neural network for the candidate re-
gion based on input-output training data, and generates codes that configures the NPU
before its invocation. The NPU configuration and invocation is done through ISA exten-
sions that are added to the core.

Figure 2.3: An example of 10x10 architecture47.

10x10. The 10x10 project envisions a customized, but general-purpose architecture,
that exploits the benefits of customization for energy efficiency and performance, but
maintains programmability and parallel scalability47. The goal of the project is to iden-
tify 10 most important kernels and then accelerate each kernel to be 10× more energy
efficient and 10× faster46. The application coverage is achieved by optimizing ten dis-
tinct, but commonly used kernels. An example of the 10x10 architecture is shown in
Figure 2.3. It has six kernel-level accelerators (micro-engines), including FFT, sort, and
pattern matching (GenPM), and one RISC core. Each of the micro-engines is basically a
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specialized core with a customized functional units for the target kernels. New instruc-
tions are added to the ISA to invoke these specialized functional units.

Convolution Engine. Convolution engines (CEs) are specialized for convolution-like
dataflow kernels that are common in computational photography, image and video pro-
cessing applications129. CE is developed as a specialized functional unit to Tensilica’s
extensible RISC cores86. Specific CE instructions are added to the ISA. The host RISC
core decodes instructions in its instruction fetch unit and routes the appropriate con-
trol signals to CE if a CE instruction is encountered. The host core is also responsible
for memory address generation, but the data is sent/returned directly from the internal
register files in CE.

Figure 2.4: Convolution engine system overview129.

H.264 Accelerators. A recent project from Stanford asked an interesting question:
what are the sources of inefficiency in general-purpose processors78. The authors started
from a 720p H.264 encoder running on a general-purpose processor, where the corre-
sponding ASIC implementation is 500× more efficient than the general-purpose baseline.
The paper then explores methods to eliminate general-purpose overheads by gradually
transforming the CPU into a specialized system for H.264 encoding. Customized func-
tional units, e.g., SIMD and fused operations, and customized storage, e.g., shift regis-
ters, are added to speedup important kernels inside the H.264 encoder. Similar to the
Convolution Engine approach, this work also leverages the capabilities of Tensilica pro-
cessors to add customized instructions into the host ISA. An example of the Tensilica
processor is shown in Figure 2.5.

25



Figure 2.5: An example of the Tensilica processor pipeline149.

Application-Level

The most common application-level accelerators that are being integrated into the pipeline
are cryptography accelerators11,15,90. Encryption/decryption algorithms are usually
quite suitable for acceleration because of their high computational requirements and
mature standardization. Implementations of the AES instruction set integrate the en-
cryption/decryption accelerators into the processor pipeline and provide nearly an order
of magnitude improvement in AES throughput. The Advanced Encryption Standard In-
struction Set (AES-NI) is an extension of the x86 ISA for encryption and decryption
using AES11. Oracle’s SPARC and Cavium OCTEON II also include cryptography ac-
celerators inside the core to accelerate security applications15,90.

2.1.2 Accelerators that are attached to cache

Both pipeline- and cache-coupled accelerators have an address space unified with the
host cores. However, an important distinction between them is that cache-coupled accel-
erators need to access the shared-coherent cache hierarchy without assistance from the
host core’s TLB or load-store unit. Typically, accelerators in this category also need to
implement their own units for data movement and address translation.

Instruction-Level

Hwacha. The Hwacha project focuses on vector processing for data-parallel applica-
tions100,122,161. Figure 2.6 shows an example of a Hwacha accelerator. The Rocket scalar
core in Figure 2.6 is a RISC-V core from UC Berkeley. A Hwacha accelerator is a vector
co-processor that has its own instruction cache, but shares a data cache with the host
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Figure 2.6: An example of Hwacha vector accelerators122.

core. As a good example of cache-coupled accelerators, a Hwacha accelerator has its own
internal TLB, managed by the OS, for address translation and a load-store unit for cache
access.

Figure 2.7: CHARM architecture54.

CHARM and CAMEL. The Composable Heterogeneous Accelerator-Rich Micropro-
cessor (CHARM) project focuses on composable accelerator blocks at instruction gran-
ularity that can be dynamically composed for different workloads54. Figure 2.7 shows
an overview of the CHARM architecture. CHARM is a heterogeneous architecture with
cores, L2 caches, memory controllers, accelerator building block (ABB) islands (I), and
an accelerator block composer (ABC) that dynamically connects different ABBs together
for different functionalities. Inside each ABB is a dedicated scratchpad memory (SPM),
a DMA engine, a NoC interface, and a set of fine-grained accelerators, such as recipro-
cal, square-root, polynomial-16, and divide. CHARM supports a unified address space
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across the entire architecture, where a small, internal TLB is included in the DMA en-
gine of each ABB. In the event of a TLB miss, the TLB request is forwarded to a shared
TLB inside the accelerator block composer. If it also misses the shared TLB, the request
is forwarded to the host core. CAMEL extends the CHARM architecture from ASIC to
FPGA for better reconfigurability51.

Kernel-Level

Figure 2.8: A C-core-enabled system159.

C-core, ECOcore, and QsCore. A series of efforts from the University of Cali-
fornia, San Diego, focuses on energy-efficient, but not necessarily better performing,
accelerators called Conservation Cores (C-cores)159,135,160. C-cores efficiently execute
hot regions of specific applications that represent significant fractions of the target sys-
tem’s workload. An example of C-core architecture is shown in Figure 2.8. The entire
C-core tool chain starts with extracting the most frequently used code regions and syn-
thesizing them into C-core hardware. In order to generate code for the C-core augmented
processor, it extends a compiler framework with a combination of OpenIMPACT and
GCC with knowledge of existing C-core on chip. The compiler uses a matching algorithm
to find similarities between the input code and the C-core specifications. In the case of
matching, the compiler generates a C-core-enabled binary that makes use of the C-core.
The C-core accelerator shares the L1 cache of the host core, though the host CPU and
C-cores do not simultaneously access the cache. The design assumes a coherent cache in-
terface to enable communication between the C-core accelerator and the host core, but it
does not mention how address translation is supported.
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SNNAP. SNNAP is an FPGA prototype for neural network accelerators117. Instead of
adding a neural network accelerator into a processor’s pipeline, as in the case of NPU65,
SNNAP implements accelerators on an on-chip FPGAs, avoiding changes to the pro-
cessor’s ISA and microarchitecture. To program a SNNAP accelerator, application pro-
grammers can either use a high-level, compiler-assisted mechanism that automatically
transforms regions of approximate code to offload them to SNNAP accelerators, or a
low-level, explicit interface that can batch multiple invocations together for pipelined
processing. In the runtime, when a SNNAP-compatible program starts, it first config-
ures the SNNAP accelerator with its topology and weights using the General Purpose
I/Os (GPIOs) interface. Then, the program sends inputs through ARM Accelerator
Coherency Port (ACP). The host processor then uses the ARMv7 SEV/WFE signaling
instructions to invoke the SNNAP accelerator. The accelerator writes outputs back to
the processor’s cache via the ACP interface, and, when finished, signals the processor to
wake up.

Application-Level

Memcached. In-memory, key-value stores are an important component of modern
data center services103,112. Memcached is implemented using a hash table, with a unique
key that indexes the stored data. Figure 2.10 depicts a recent design of a memcached
accelerator, called Thin Servers with Smart Pipes (TSSP). TSSP is designed for cost-
effective, high-performance memcached deployment. It couples an embedded-class low-
power core to a memcached accelerator that can process GET requests entirely in hard-
ware. A system MMU translates virtual addresses to physical addresses that can be

Figure 2.9: SNNAP117. Figure 2.10: The overall Memcached
architecture103.
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shared between the accelerators and the cores.

2.1.3 Accelerators that are attached to the memory bus

Accelerators that are attached to the memory bus are usually coarser-grained accelera-
tors since the invocation and offloading cost is more significant. Accelerators proposed
in this category usually do not have much interaction with the host cores: they can ac-
cess their own physical memory directly without worrying about address translation and
coherence.

Kernel-Level

Figure 2.11: Hardware acceleration of database operations system overview40.
Database Acceleration. Database processing is an emerging area for acceleration.
Its high memory bandwidth requirement makes it a perfect candidate for near-memory
accelerators. Casper and Olukotun present an FPGA prototype using hardware to ac-
celerate three important in-memory database primitives: selection, merge join, and sort-
ing40, all of which are connected directly to memory, as shown in Figure 2.11.

Q100. The Q100 is a Database Processing Unit (DPU) that can efficiently handle
data-analytic applications165. It has a collection of heterogeneous fixed-function ASIC
tiles, listed in Figure 2.12. Each of the tiles implements a database relational operator,
such as a joiner or sorter, that resemble a common SQL operator. These tiles commu-
nicate with each other through an on-chip interconnect and load (store) data from (to)
off-chip memory.

LINQits. The LINQits framework provides a pre-tuned accelerator template to ac-
celerate a domain-specific query language, i.e., Language-Integrated Query (LINQ)48.
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Figure 2.12: Area/power/delay characteristics of Q100 tiles compared to a Xeon core165.

Figure 2.13: LINQits hardware overview48.

LINQ supports a set of operators based on functional programming patterns and has
been used to implement a variety of applications. Unlike other query languages, LINQ
operators accept user-defined operators through a functional declaration as part of its
processing. LINQits builds LINQ operators onto an SoC accelerator framework and pro-
vides a reconfigurable template to express user-defined functions. Figure 2.13 shows an
overview of the LINQits framework. Data is streamed from main memory through the
partition reader, which is a specialized DMA engine responsible for reading bulk data.

Accelerator Store. The Accelerator Store project proposed a shared memory
framework for many-accelerator architectures. An accelerator characterization of a di-
verse pool of accelerators reveals that each accelerator contains significant amounts of
SRAM memory (40% to 90% of the total area)110. The characterization also shows that
large private SRAM memories embedded within accelerators tend to have modest band-
width and latency requirements. Figure 2.14 gives an example of accelerator store de-
sign. An accelerator store is a pool of SRAM memories connected through the memory
bus. The pool can be shared by multiple accelerators. The handle table provides virtual
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Figure 2.14: Accelerator store design110.

memory support between them. An accelerator store can reduce the amount of on-chip
memory for many-accelerator architectures with low overhead in terms of performance
and energy.

Application-Level

Figure 2.15: The Sonic Millip3De Hardware Overview136.

Sonic3D. Figure 2.15 gives an overview of a standalone ASIC accelerator for 3D ul-
trasound beam formation—the most computationally intensive aspect of image forma-
tion136. The accelerator reads the input image from memory and writes the resulting
updated image back to memory.

DianNao. Machine learning is another emerging area where specialized accelerators
could significantly improve performance and energy efficiency. One example of on-going
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Figure 2.16: Diannao Accelerator43.

projects in this area is the Diannao project43,44. Diannao is an accelerator design for
neural network algorithms, i.e., convolution neural networks (CNNs) and deep neural
networks (DNNs), shown in Figure 2.16. DMA engines transfer data between accelerator
buffers and memory.

Figure 2.17: A 2-core system w/ HARP integration164.

HARP. HARP is a hardware accelerator for range partitioning, which is central to
modern database systems, especially for big-data analytics164. Figure 2.17 shows a block
diagram of the major components in a system with HARP accelerators. The HARP ac-
celerator is connected to the memory bus through two buffers; software moves data in
and out of the buffers. A set of instructions is added to the host ISA for data movement
orchestration between memory and HARP buffers. With data streaming in, the range
partitioning is accelerated in the hardware accelerator.
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2.1.4 Accelerators that are attached to the I/O bus

Here we move beyond the chip boundary: from on-chip accelerators to off-chip accelera-
tors. A good example of programmable accelerators in this category is off-chip GPU with
its own DRAM. Accelerators in this category are loosely coupled with the host without
much fine-grained communication. Usually significant speedup from the accelerator is
expected to offset the communication cost.

Figure 2.18: (a) Catapult FPGA block diagram. (b) Manufactured board. (c) The server that
hosts the FPGA board.128.

Catapult. Catapult is a prototype FPGA-based accelerator for the Bing web search
engine from Microsoft128. Catapult FPGAs, each with their own DRAM, are embedded
into a half-rack of 48 machines. FPGAs are directly connected to each other in a 6x8
two-dimensional torus through general-purpose I/Os. Catapult is used to accelerate part
of Microsoft Bing’s ranking algorithm. When a server needs to rank a document, the
software converts the document into a Catapult-compatible format and injects the docu-
ment into its local FPGA. The FPGA pipeline computes the score for the document and
sends the result back to the requesting server. Catapult was deployed with 1,632 servers
running with mirrored Bing search traffic. Compared to a software-only implementation,
Catapult achieves a 95% improvement in throughput with an equivalent latency distribu-
tion. On the other hand, it reduces the tail latency by 29% at the same throughput.

2.2 Standard RTL Design Flow
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Figure 2.19: Synthesis flow.

Despite the increasing popularity of hardware accelera-
tors, the standard accelerator design flow is still quite low-
level and requires the use of complex and time-consuming
electronic design automation (EDA) tools. Figure 2.19 il-
lustrates the design flow for ASIC accelerators. It starts
with a high-level description of an algorithm, then design-
ers either manually implement the algorithm in Register-
Transfer Level (RTL) using Verilog or VHDL or use high-
level synthesis (HLS) tools, to compile the high-level pro-
grams to RTL. Hardware description languages such as
Verilog and VHDL date back to the 1980’s. They allow
hardware designers to describe circuits using low-level
building blocks, such as multipliers, registers, and multi-
plexers. Functional verification tests whether the resulting
RTL design agrees with specifications. When all the blocks are implemented and veri-
fied, designers use commercial logic synthesis tools to map their designs to the gate level.
Tools such as Synopsys Design Compiler take as input RTL in Verilog or VHDL, target
technology libraries, and constraints, and they produce a gate-level netlist. This netlist
is then transformed by place-and-route tools, such as Cadence SoC Encounter into the
physical circuit layout. The whole process illustrated in Figure 2.19 is iterative, requiring
a lot of tuning and refining at each stage.

2.3 High-Level Synthesis

Today’s hardware designs are predominantly programmed using hardware description
languages, such as Verilog and VHDL. Producing efficient designs using such inherently
low-level languages requires a lot of expertise. It is time-consuming even for experienced
hardware designers. Such a slow design process will not scale with tight SoC design cy-
cles and the increasing use of hardware accelerators. Moreover, the low-level program-
ming model also discourages application programmers, who have little hardware design
knowledge, from converting applications into hardware. In addition, the history of soft-
ware development in the past half century has demonstrated the value of higher abstrac-
tion levels to tackle growing complexity. For example, CPU programming benefits from
well-established abstraction interfaces and advanced compilers, which free programmers
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Figure 2.20: High-level synthesis landscape.

from low-level details, increase their productivity, and reduce the likelihood of bugs.
To raise the level of abstraction in hardware designs, high-level synthesis tools that

convert a high-level algorithm description into low-level RTL code are getting more at-
tention in both academia and industry. The benefits of high-level synthesis include:

1. Better design. Higher abstraction levels free designers from worrying about low-
level implementation details. With the help of a fast automation flow, designers
can spend more time exploring alternative designs in terms of power, performance,
and cost, potentially leading to better design choices.

2. Lower design cost. SoC companies have tight design cycles. Greater automation in
the design flow shortens design time and reduces expensive human involvement.

3. Greater accessibility for application designers. The future of specialization requires
a lot of hardware-software co-design. Higher abstraction levels in hardware design
could empower application programmers to more easily evaluate high-level algo-
rithms in hardware.

Figure 2.20 summarizes the state-of-the-art high-level synthesis frameworks in both
the commercial and research spaces. We divide high-level synthesis frameworks into
three categories: hardware-description-language-based flow, e.g., Bluespec120 and Gen-
esis2139; C-like-language-based flow, e.g., Xilinx Vivado20, FCUDA123, Altera SDK for
OpenCL1; and high-level-language-based, e.g., Darkroom81, OptiML/Delite73,154,93,153,
Lime/Liquid Metal25,24, Chisel28, Spiral57,113, PyMTL105, and Matlab HDL Coder13.
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The rest of this chapter aims to provide a pointer to some of the efforts in state-of-the-
art tools. Interested readers can refer to the original papers/manuals to find more de-
tails.

Bluespec SystemVerilog Bluespec SystemVerilog (BSV) is one of the early efforts
to provide a higher-level hardware description language than Verilog/VHDL. Based on
SystemVerilog syntax, Bluespec supports a higher level of abstraction than Verilog/VHDL
in both behavioral and structural descriptions. Inspired by functional programming lan-
guages, such as Haskell, Bluespec supports more expressive types, overloading, encapsu-
lation, and flexible parametrization to enable code reuse120. Programs written in Blue-
spec are compiled using the Bluespec compiler to generate corresponding RTL descrip-
tions.

Genesis2 Genesis2 is designed to create domain-specific hardware generators that en-
capsulate designer knowledge and only expose high-level application parameters. When
running a generator, a user provides a set of parameters and constraints. From these, the
generator produces the desired module. Instead of introducing a new hardware descrip-
tion language, Genesis2 extends SystemVerilog to exploit its verification support, and
it uses Perl to provide flexible parametrization139. Darkroom81 is an example of using
Genesis2 to build image-processing pipelines in hardware.

Xilinx Vivado Almost all CAD vendors have developed high-level synthesis tools,
e.g., Cadence C-to-Slicing Compiler, Synopsys Synphony C Compiler, Mentor Graphics
Catapult C, and Xilinx Vivado. Originally AutoESL, Vivado takes programs written in
C/C++/SystemC as well as user-defined directives (similar to pragmas) and generates
RTL. A subset of the C language is supported; features, such as recursive functions and
dynamic memory allocation are prohibited. As with other synthesis flows, the quality of
Vivado-generated RTL designs is highly dependent on the input C code quality.

Delite There is increasing interest in domain-specific languages (DSL) for hardware
compilation. DSLs can incorporate high-level, domain-specific features, and they can en-
force restrictions that are not valid in general-purpose programming, making compiler
analysis less conservative. Delite is a compiler framework that facilitates DSL develop-
ment154. Delite simplifies DSL construction by providing common reusable components,
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such as parallel patterns, optimizations, and code generations. Delite-generated DSLs,
e.g., OptiML153, are embedded in Scala, a general-purpose functional programming lan-
guage17, and can be compiled to multiple languages, such as C++, CUDA, and OpenCL.
Delite-generated C code, optimized with domain-specific knowledge conveyed in DSLs,
can be used as input to C-based high-level synthesis tools, such as Xilinx Vivado, to gen-
erate better RTL implementations73,93.

Lime The Liquid Metal project is a compiler and runtime system for heterogeneous ar-
chitectures with a single and unified programming language24. This new programming
language, called Lime, is intended to be executable across a broad range of architectures,
from FPGAs to CPUs25. Based on Java, Lime has machine-independent semantics and
a dynamic execution model, with extensions for parallelism, isolation and data flow. The
compiler frontend performs optimization and compiles source code written in Lime to
Java bytecode. The backend generates code for GPUs and FPGAs. The runtime dynam-
ically picks the best implementation of a task based on available resources.

Chisel Chisel is a hardware construction language embedded in Scala28. Chisel in-
cludes a set of Scala libraries that define hardware datatypes and a set of routines to
compile source code into either a cycle-accurate C++ simulator or a Verilog implemen-
tation. Examples of hardware built using Chisel include the RISC-V Rocket core16, a
key-value store accelerator112, and the Hwacha vector accelerator100.

Spiral Spiral is a domain-specific hardware/library generator for signal processing118,57,113.
In Spiral, a signal processing algorithm is first described as a set of formulas expressed in
Spiral’s signal processing language (SPL). Spiral recursively applies different transfor-
mations and optimizations to generate an optimal design based on program input and
available hardware resources. Then the optimized representation is compiled into C or
Verilog.

PyMTL PyMTL aims to support computer architecture research by providing a ver-
tically unified design environment for function-level, cycle-level, and RTL simulation105.
Based-on Python 2.7, PyMTL allows designers to build architectural simulators at the
function, cycle, or RTL level using a single language interface. For RTL simulation,
PyMTL includes an RTL translator that translates the Python description of hardware
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into Verilog, which then is ported to the standard EDA design flow to produce power,
area, and performance estimates.

2.4 Putting it Together

We are seeing a vibrant research community in the fields of computer architecture and
VLSI-CAD that embrace the era of specialization by proposing novel accelerator archi-
tectures for a wide range of applications and new tools to ease the RTL generation pro-
cess. However, when it comes to the implementation and evaluation parts of the work,
we see that most of the architectural research has to use the slow and tedious RTL sim-
ulation and synthesis process. Although with the recent advance in high-level synthesis
flow that has made it easier to generate RTL designs, it still takes hours, if not days, to
simulate and synthesis the RTL designs in order to get accurate power and performance
estimates. Such slow evaluation flow has confined the exploratory scope of possible de-
sign space exploration for heterogeneous architecture. The following three chapters will
discuss three major accelerator research tools that I have built during my PhD on work-
load characterization, power-performance-area modeling, and system integration, all of
which aim to abstract the accelerator design process to the architectural level.
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“If you know the enemy and know yourself, you
need not fear the result of a hundred battles. If
you know yourself but not the enemy, for every
victory gained you will also suffer a defeat. If
you know neither the enemy nor yourself, you
will succumb in every battle.”

Sun Tzu, The Art of War. 3
WIICA: ISA-Independent Workload

Characterization for Accelerators

Accelerators are intrinsically tailored to applications, and workload characterization
plays a large role in developing these architectures. Tuning an architecture towards a
workload requirement demands a comprehensive understanding of the intrinsic charac-
teristics of the workload. This chapter is about workload characterization for accelerator
design. We will introduce WIICA, an Instruction Set Architecture (ISA)-independent
workload characterization tool.

3.1 Introduction

Workload characterization for general-purpose architectures is commonly done by profil-
ing benchmarks on current generation microprocessors using hardware performance coun-
ters. Typical program characteristics are machine instruction mix, IPC, cache miss rates,
and branch misprediction rates. This approach is limited because machine-dependent
features such as cache size and pipeline depth strongly affect the characterization of the
workload. To overcome this problem, microarchitecture-independent workload charac-
terization can be employed by profiling instruction traces to collect information such as
working set sizes, register traffic, memory locality, and branch predictability82. Although
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this approach removes the effects of microarchitecture-dependent features, some of these
analyses depend on the particular ISA used to collect the trace. Each ISA has different
characteristics and constraints that impact the representation of the workload. As archi-
tectural specialization grows in importance, ISA-independent workload characterization
will become essential for understanding intrinsic workload behavior, which will in turn
allow designers to consider a wide range of alternative architectures.

To fully expose the microarchitecture- and ISA-independent workload characteristics
for specialized architectures, we propose to analyze benchmarks using ISA-independent
characteristics that capture inherent program behavior. To perform this analysis, we
leverage the existing ISA-independent nature of a compiler intermediate representa-
tion (IR). We use a JIT compiler to trace workloads using this IR and compare program
characterization within the broad categories of program compute, memory activity, and
control flow. In particular, we study program characteristics that are highly relevant to
the design of specialized architectures. Within each category, we analyze and discuss
the differences between ISA-independent and ISA-specific analysis. Finally, we demon-
strate cases where the ISA-independent characterization can help designers categorize
workloads into different specialization approaches. In particular, this chapter makes the
following contributions:

1. We compare ISA-dependent characterization with ISA-independent characteriza-
tion. To the best of our knowledge, this is the first such ISA-independent workload
characterization study. We show that ISA-dependent results can be misleading.
In particular, the memory behavior of the workloads, which is critical for many
forms of architectural specialization, will be biased significantly due to the register
spilling effect intrinsic to conventional ISAs.

2. We present a taxonomy to characterize the potential for architectural special-
ization using ISA-independent characteristics. We categorize a workload’s ISA-
independent characteristics into program compute, memory activity, and control
flow, each of which corresponds to an important component of specialized architec-
tures.

3. We present workload characterization of SPEC CPU benchmarks using ISA-independent
characteristics, and we demonstrate that a truly intrinsic workload characteriza-
tion allows accelerator designers to quickly identify opportunities for specialization.
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Figure 3.1: WIICA Overview.

3.2 Motivation

Accelerators are unburdened by the requirements of legacy ISAs, and much of the effi-
ciency gained by using accelerators can be attributed to hardware specialization of the
datapath, memory, and program control. ISA-independent analysis is attractive for such
architectures because it avoids artificial constraints imposed by details of a specific ISA.
These constraints affect the behavior of programs because compilers for conventional
ISAs must generate binaries that meet the specification of the instruction set semantics.
This subsection discusses the effects of three major kinds of ISA constraints: the over-
head of stack operations caused by register spilling, ISA-specific complex operators, and
calling conventions.

3.2.1 Stack Overhead.

The set of registers defined by an instruction set architecture is necessarily smaller than
or equal to the set of physical registers in a machine. Most high-level language code uses
variables liberally, without regard for the number of registers in a particular target sys-
tem. To fit the large number of variables into the ISA-defined register set, compilers
must perform register allocation to map program variables to registers. When there are
more live variables needed than available architectural registers, the compiler spills some
of the variables onto the stack. Load and store operations inserted move spilled values
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into and out of machine registers for computation. These stack memory operations can
be expensive from a run-time performance point of view. When characterizing workloads
for specialized architectures that do not have a fixed or known ISA, such stack accesses
add irrelevant load/store operations that distort memory utilization.
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Figure 3.2: The percentage of stack instructions of total dynamic instructions for 32-bit and
64-bit x86 binaries.

To demonstrate the effect of stack operations, we compare 32-bit and 64-bit x86 bi-
naries generated by LLVM’s Clang compiler for a set of SPEC CPU benchmarks. One
of the major differences between the 32- and 64-bit x86 ISAs is that the 64-bit x86 ISA
has eight more general-purpose registers. Figure 3.2 plots the percentage of dynamic in-
structions that access the stack for 32-bit and 64-bit implementations of the benchmark
set. Note that for each benchmark, the 32-bit version executes a much higher percentage
of stack instructions than the 64-bit version. Additional general-purpose registers allow
more variables to stay in registers, so less spilling to memory is required.
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The stack overhead also applies to RISC ISAs. Lee et al. characterize stack access
frequency using the Alpha ISA to propose a mechanism for separating stack from heap
accesses99. For the same SPEC CPU2000 workloads, they find a percentage of stack op-
erations (24%) that is similar that in Figure 3.2 for 32-bit x86.

3.2.2 Complex Operations.

Two classes of instructions can be categorized as complex operations: vector instructions
and compute or branch instructions with memory operands. Both kinds of operations
can be split into multiple simpler primitives. CISC ISAs. For example, x86 contain com-
plex operations including vector instructions, such as SSE and instructions that support
memory operands. However, complex operations can exist even in RISC ISAs. For exam-
ple, POWER and ARM include complex operations such as predicate instructions, string
instructions, and vector extensions.

When we perform workload characterization for specialized architectures, it is easier
and cleaner to start from simple primitives and explore aggregation possibilities rather
than to start from a more complex version of code resulting from another category of
optimization.

Figure 3.3 quantifies the amount of complex operations in x86. In this categoriza-
tion, an instruction is classified as a complex operation if it is either a vector instruction
(SSE) or a compute or branch instruction with a memory operand. The top three cat-
egories in Figure 3.3 are complex operations: vector operations, vector operations with
memory accesses, and compute or branch instructions with memory operands. The re-
maining category includes all single operation instructions. We see that on average 27%
of the total instructions executed are complex operations.

3.2.3 Calling Convention.

The ISA calling convention describes how subroutines receive parameters from callers
and how they return results. Any machine-dependent ISA needs to have its own specifi-
cations for passing arguments between subroutines. For example, due to its limited num-
ber of registers, x86 pushes all arguments onto the stack before a subroutine is called,
resulting in additional stack operations. Other ISAs also require various housekeeping
operations for subroutines, and these are also artifacts of the ISA choice, not intrinsic to
the behavior of the workload. These additional instructions, mostly stack operations, due
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Figure 3.3: Instruction breakdown of complex (top three bars) and single (bottom bar)
operation instructions.

to calling conventions could potentially be misleading for specialized architectures that
do not have the specific calling convention.

3.3 Methodology and background

To evaluate the importance of performing workload characterization by using machine-
independent code representation, we perform both ISA-independent and ISA-dependent
analysis.

An ISA-independent representation of code is critical for the development of flexible
compiler infrastructures. Fortunately, modern compilers use ISA-independent intermedi-
ate representations to bridge high level source languages (e.g., C) to specific ISAs (e.g.,
Intel x86). Since our requirements for code representation are similar to those of com-
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pilers, WIICA leverages the intermediate representation used in compilers to perform its
analysis.

WIICA uses the intermediate representation (IR) in both LLVM12 and ILDJIT38.*

Specifically, workload execution is represented by a trace of semantically equivalent IR
instructions, instead of ISA-dependent binaries. This dynamic IR instruction trace is
generated by executing the IR code with a special-purpose interpreter that emits dy-
namic IR instructions as it executes them.

3.3.1 Compiler’s IR.

ILDJIT is a modular compilation framework that includes both static and dynamic com-
pilers38. ILDJIT performs a large set of classical, machine-independent optimizations
at the IR level including copy propagation, dead-code elimination, loop-invariant code
motion, and the like. When the IR code is fully optimized, it is translated to LLVM’s
bitcode language and LLVM’s back ends are used to optimize the code using machine-
dependent optimizations and to generate semantically equivalent machine code.

We customized ILDJIT to implement an ad-hoc interpreter of its intermediate rep-
resentation that emits IR instructions as they are executed. The IR instructions inter-
preted are the ones used for translation to the bitcode language. By attaching our inter-
preter right before the translation to bitcode, we ensure that the IR is fully optimized;
however, machine-dependent information is still not used for these optimizations, allow-
ing our analysis to study workload-specific characteristics.

The ILDJIT IR is a linear machine- and ISA-independent representation that includes
common operations of high-level programming languages, such as memory allocation
(e.g., new, free, newarray) and exception handling (e.g., throw, catch). It is a RISC-like
language in which memory accesses are performed through loads and stores. Each in-
struction has a clear and simple meaning; only scalar variables, memory locations, and
the program counter are affected by its execution. The language allows an unbounded
number of typed variables (virtual registers), making analysis independent of the number
of physical registers. Moreover, parameters of method invocations are always passed by
using variables, as in the input source language we use (C), making analysis independent
of specific calling conventions. Finally, the data types described in the source language

*We use the results obtained with ILDJIT IR for the discussion but the methodology can
be extended to LLVM IR as well. The current WIICA distribution uses LLVM IR because the
ILDJIT framework is no longer being actively developed.
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are preserved in the IR language, making this representation closer to the input language
compared to other compiler intermediate representations. Consequently, the three ISA-
dependent concerns we are studying - register spilling, complex instructions, and calling
conventions - will not appear in the IR being produced.

IR instructions that perform operations among variables require homogeneity among
their types: an add operation between variables x and y requires the same type for both
x and y (e.g., 32-bit integer). This characteristic leads to instructions that convert values
between types. Notice that these conversions are required by the workload as the seman-
tics of operations in the source language specify them. However, some of these conver-
sions are unnecessary if a CISC-like ISA is used instead of the RISC-like IR. Finally, op-
codes (e.g., add, mul) are orthogonal with data types (e.g., integer, floating point). This
opcode polymorphism constrains the number of different instructions in the language to
80, allowing an easy parsing of the executed trace.

3.3.2 ISA-Dependent.

To demonstrate the difference between ISA-dependent and -independent analysis, we use
the x86 instruction set for the ISA-dependent analysis. The x86 ISA is commonly used
in architecture studies, and many program analysis tools are available for workload char-
acterization. For analysis of new x86-based microarchitectures, architects must under-
stand the ISA-specific effects of the architecture since they can have a significant impact
on pipeline and memory system design. When considering new heterogeneous architec-
tures with both x86 and specialized cores, it would be natural to use existing workload
characterization approaches. However, when performing workload characterization of
specialized architectures, our results show that x86 provides a particularly poor starting
point. In this study, we compare x86 instruction traces with IR traces. To generate the
trace of x86 instructions executed by a workload, we use Pin, a dynamic binary instru-
mentation tool developed by Intel108.

3.3.3 Sampling.

Because of storage and processing time constraints, applying some of the analysis pre-
sented in this chapter to a full execution trace is impractical. Therefore, we sample ex-
ecution with SimPoint148. We configure SimPoint to generate 10 phases, each of which
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contains 10 million instructions. Only instructions that belong to the identified phases
are emitted and then analyzed.

To make a fair comparison between x86 and IR traces, we sample the execution of the
IR trace by configuring SimPoint to use IR instructions. Then we instrument the code
to identify the x86 instructions semantically equivalent to the IR code for the identified
phases. In this way, we ensure that the same code region is considered for both the IR
and x86 analysis.

3.3.4 Benchmark Suite.

We use C benchmarks from SPEC CPU2000 benchmark suite. These benchmarks are
translated to CIL bytecode by the compiler GCC4CLI6 (a branch of GCC), and then
they are compiled to IR by ILDJIT. Finally, ILDJIT generates the machine code by re-
lying on LLVM’s x86 back end as previously described. ILDJIT currently only supports
the 32-bit LLVM back end and all of the results in this section are for 32-bit operations.

3.4 Wordload Characteristics Analysis

3.4.1 Compute

Accelerators often exploit custom functional units that combine multiple operations with
predictable control flow in order to execute code more efficiently. An example of this
approach is conservation cores159, which identifies the hot functions in a program’s exe-
cution and designs hardware accelerators for those functions. To uncover the opportunity
to find sequences of operations that are amenable to similar specialization, executed in-
struction sequences need to be analyzed to detect specific patterns. For such analysis,
the way the operations are represented in the instruction trace will have a significant im-
pact on whether certain patterns can be found or not and, subsequently, whether the
workload is worth the effort of custom hardware design. In this section, we analyze the
instruction breakdown and the most common opcodes found in both x86 and IR. We
observe that x86 incurs more overhead for the basic computation performed by the appli-
cation.

Instruction Breakdown. We start the analysis by categorizing the executed in-
structions from the IR and x86 code. We split instructions into the following categories:
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Figure 3.4: The instruction breakdown for x86, IR and Simplified-IR (S-IR).

Stack, Memory, Move (data movement and conversion between registers), Unconditional
Branch, Conditional Branch, and Compute. Furthermore, during our implementation, we
identified instruction overhead associated with IR characteristics that are not intrinsic
to the workloads. One source of such inefficiency is the number of unconditional branch
instructions. The ILDJIT compiler does not remove these instructions because the com-
piler back end performs unconditional branch removal in efficiently. Another source of
overhead is data movement and conversion between registers. Such instructions appear
in both IR and x86 and are used to support different data types and to simplify op-
timizations. Figure 3.4 shows this breakdown. For each benchmark, the leftmost bar
represents the x86 binary, and the middle bar represents IR. The rightmost bar in Fig-
ure 3.4 is what we call Simplified-IR—the IR trace without those two classes of instruc-
tion. We also present the normalized instruction breakdown of x86 and simplified IR for
the ease of comparison in Figure 3.5. In the following discussion, “IR trace” will refer to
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Figure 3.5: The instruction breakdown for x86, IR and Simplified-IR (S-IR).

this simplified IR.
As with the results from LLVM’s 32-bit Clang compiler in Figure 3.2, we see that,

depending on the application, the number of stack-referencing instructions can be sig-
nificant. This is represented by the top section of the leftmost bar for every benchmark.
For example, almost half of the x86 instructions for 255.vortex use the stack, while the
effect is less obvious for benchmarks, such as 179.art. More importantly, the large num-
ber of stack accesses results from constraints imposed by the x86 ISA (a small register
set) and not from the intrinsic behavior of the program. This is evident from the IR bars
for the stack-heavy benchmarks—moving from x86 to the infinite-register IR significantly
decreases the number of accesses to the stack. While stack effects can increase the num-
ber of executed x86 instructions, CISC x86 instructions can combine multiple primitive
operations together. This results in a more compact execution. For example, for bench-
marks 164.gzip and 179.art there are more instructions in the IR trace than in the x86
one. The presence of x86-specific effects that both increase and decrease executed in-
structions makes it even harder to assess ISA-dependent overhead and expose the work-
load’s intrinsic behaviors, further strengthening the case for analysis on the IR level.
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Figure 3.8: Cumulative distribution of the number of unique opcodes of 179.art. The
intersecting lines show the number of unique opcodes that cover 90% of dynamic instructions.

Opcode Diversity. Our next experiment examines the diversity of the opcodes in
the x86 and IR traces. Opcode diversity is relevant since it is related to the complexity
of customized functional units in specialized hardware. Fewer and simpler opcodes will
simplify the design of such hardware because the functional units will be more modular
and reusable. This allows sharing such functional units across various workloads.

To compare x86 and IR analysis, we profile the total number of opcodes and the num-
ber of times each single opcode occurs in the program execution. We do not differentiate
opcodes based on addressing modes, which reduces the number of required x86 opcodes.
Figure 3.8 plots the number of unique opcodes and the percentage of dynamic instruc-
tions those opcodes cover for the benchmark 179.art. The dotted line on the plot shows
the cumulative distribution of opcodes needed to cover the dynamic execution of the pro-
gram.

To meaningfully compare x86 and IR, we use a horizontal line to highlight the num-
ber of unique opcodes required to cover 90% of the dynamic instructions in Figures 3.6
and 3.7. This metric is meaningful for accelerator studies since it allows comparison
of the number of functional unit types needed for different workloads. The horizon-
tal line intersects with the cumulative distribution function to show the required num-
ber of opcodes. The x86 results demonstrate that 90% of the execution can be covered
by 12 unique opcodes, while the same analysis with IR requires only 6 opcodes (The
X axis of Figures 3.6 and 3.7 starts from 0). The right portions of the plots show the
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top opcodes used for both instruction sets. For x86, two MOV instructions, MOV and
MOVSD_XMM, and four different conditional jump instructions are required. Com-
pared with x86, the top opcodes from IR analysis are much clearer—the 6 opcodes are
all simple primitives, resulting in a much simpler representation of the actions of the pro-
gram.
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Figure 3.10: Number of unique static
instructions to cover 90% of dynamic

instructions.

We extend this comparison to all available benchmarks in the suite and show the re-
sult in Figure 3.9. Not surprisingly, for each benchmark the x86 trace needs more unique
opcodes than the IR trace. Furthermore, the rightmost bar in Figure 3.9 shows the num-
ber of unique opcodes required to cover all benchmarks we analyze, computed as a su-
perset of individual benchmark needs. To cover all the benchmarks in x86, 40 unique in-
struction opcodes are required, but the IR-based analysis uncovers only 12 fundamental
primitives. Thus, extracting workload pieces that are amenable to hardware specializa-
tion appears significantly easier on the IR level of abstraction.

Static Instructions. The diversity of opcodes represents the different types of fun-
damental computing blocks that custom hardware might require. Another important
metric is the number of static instructions (or the size of the executable code) required
to cover the dynamic execution. In a custom design, different sequences of static instruc-
tions will lead to more or less complex data flow. As with the metric we use for opcode
analysis, we compare the number of unique static instructions required to cover 90% of
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the dynamic instructions. Figure 3.10 shows that benchmarks that have significant stack
overhead (shown in Figure 3.4), such as 186.crafty and 255.vortex, require more unique
static instructions, most of which are potentially stack operations. In that case, the x86
characterization hides the truly important instructions, highlighting the stack overhead
operations instead. This may skew the identification of hot computation.

3.4.2 Memory

Memory behavior is crucial for workload performance. In the case of hardware special-
ization, the memory system must be tuned to the workload characteristics in order to
realize significant gains in efficiency. In this section, we compare two memory charac-
terization metrics, memory footprint size and memory entropy. We once again discover
that ISA-dependent analysis can be significantly misleading and obscure the workloads’
intrinsic behavior.

Memory Footprint. The first metric we consider is the size of the data memory that
a program uses, including both stack and heap memory. We examine two types of mem-
ory footprint. The first one is the full memory footprint—the total size of data memory
the program has accessed. It quantifies the overall memory usage. The second metric
identifies the “important” memory footprint, which we define as the number of unique
memory addresses that cover 90% of dynamic data memory accesses. This metric shows
the most frequently used addresses that need to be kept close to the computation.

Figure 3.11 shows the total memory footprint analysis. The Y-axis in this figure is the
number of unique memory addresses generated. The x86 and IR memory footprints are
nearly the same, because the total working set is intrinsic to the workloads and therefore
independent of the program representation.

However, the important memory footprints of x86 and IR, shown in Figure 3.12, are
markedly different. In most cases, fewer unique memory addresses are needed for x86
than for IR, despite the fact that their total numbers of unique memory addresses are
similar. The reason for this once again lies in frequent accesses to the stack. While the
memory space of stack addresses is usually small, these addresses are accessed frequently.
When identifying important memory addresses, the few stack addresses that are fre-
quently accessed stand out and dominate the memory behavior. Thus, the important
memory addresses found are an artifact of the ISA instead of the program behavior.
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Memory Address Entropy. We introduce memory address entropy as a metric that
quantifies how easy it is to keep memory data close to the computation. Intuitively,
memory address entropy reflects the uncertainty, the lack of predictability, of data ad-
dresses accessed by a workload. Thus, it is a metric opposite to memory locality, which
is often exploited by custom hardware. Locality measures the regularity of a memory ad-
dress stream, while entropy measures the lack thereof. We show that ISA-level analysis
exposes a lower amount of entropy, leading to false assumptions of memory access regu-
larity.

Entropy. In information theory, entropy140 is used to measure the randomness of a
variable, which is calculated as in Equation 3.1:

Entropy = −
N∑
i=1

p(xi) ∗ log2 p(xi) (3.1)

where p(xi) is the probability of xi, and N is the total number of samples of the random
variable x. The result, Entropy, is a measure of predictability of the next outcome of x.
For example, assume the pattern of variable x is regular—always 1. In this case, p(1) = 1

and log2 p(1) = log2 1 = 0, so Entropy = 0, which means that it is easy to predict x.
One the other extreme, if there are N possible outcomes of x occurring equally often,
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p(xi) =
1
N . According to Equation 3.1,

Entropy = −
N∑
i=1

p(xi) ∗ log2 p(xi)

= −N ∗ 1

N
∗ log2(

1

N
)

= log2N

which is high for large N .
Yen et al. describe the idea of using entropy to represent the randomness of instruc-

tion addresses169. According to Equation 3.1, in the case of memory entropy, variable
x represents the memory addresses that appear in the program execution. The proba-
bility p(xi) is the frequency of a specific memory address xi. After profiling the unique
memory addresses accessed in the workloads and the number of times each address is
referenced, we can compute the memory address entropy of the workloads. When the
memory entropy is high, the memory access stream is more random and less amenable
to architecture techniques that require locality. Conversely, if the entropy is low, mem-
ory accesses are regular, easier to predict, and can be effectively addressed by locality
techniques.

Global Memory Address Entropy. Global memory entropy describes the ran-
domness of the entire data address stream using all address bits (32 in our case). Fig-
ure 3.13 shows the calculated global memory address entropy for both x86 and IR. For
each benchmark, the leftmost bar is the global entropy of x86 memory addresses; the
rightmost bar is that of IR memory addresses. We can see that the entropy of the x86
address stream is generally lower than that for IR, meaning better temporal locality. To
find the reason for the difference, we compute the x86 memory address entropy without
the stack addresses, shown in the middle bar. As we can see, after removing the stack
addresses, the x86 address entropy is now comparable with the IR memory address en-
tropy. So the higher temporal locality shown in the x86 trace is mostly due to the pres-
ence of stack operations. There are two major reasons. First, most of the stack references
are from spilled variables. These spilled variables do not exist in IR’s memory trace be-
cause they are preserved as register operations. Second, it is entirely possible that vari-
ables in different phases of the program are mapped to the same stack address. In this
case, accesses to these different variables all seem to fetch the same stack address from
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Figure 3.13: Memory address entropy of x86, x86 without stack, and IR traces. Lower values
indicate more regularity in the access stream.

the x86 memory trace, leading to higher locality. Such locality is completely an artifact
of the ISA, not representing the intrinsic locality of programs.

Local Memory Address Entropy. Local memory entropy computes the address
entropy using a subset of the address bits. Local entropy can help detect spatial locality
in the workloads. For example, we can skip the lower-order bits of the addresses and
compute entropy only with the high-order address bits, as seen in Figure 3.14. If the
local address entropy with 28 bits, for example, shrinks significantly compared to global
entropy, then memory accesses are less random, and significant spatial locality is present.
Ignoring the lower order bits reveals spatial locality by grouping those addresses that are
close together.

Figure 3.17 shows two examples of the local address entropy when we sweep the num-
ber of low order bits ignored from 0 to 10. The two benchmarks, 179.art and 255.vortex,
are representative of the patterns we have seen among the rest of the benchmark suite.
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Figure 3.17: Local memory entropy as a function of low-order bits omitted in calculation. A
faster dropping curve indicates more spatial locality in the address stream.

For both cases, the local entropy of x86 drops more quickly than for IR. This is obvious
for 255.vortex. This is due to the fact that stack addresses are usually in close proxim-
ity, which means they usually have good locality. Ignoring the lower-order bits results in
steeper drops in entropy for x86. This also shows ISA-dependent analysis will bias the
workload characteristics towards better locality due to the impact of stack operations.

3.4.3 Control

Control flow complexity is an important metric for workload characterization. From ex-
perience with general purpose processor design, we know that speculative execution is
necessary to exploit parallelism. In a heterogeneous architecture, there may be a vari-
ety of cores or computing engines with different degrees of support for speculation. To
choose the appropriate ones to run the workloads, the control complexity of the work-
loads needs to be fully understood and not dependent on a specific architecture. In this
section, we compare the control complexity analysis of x86 and IR and show that the
two analyses are consistent with each other, showing that ISA choice has a minimal ef-
fect on a workload’s control flow.

Branch Instruction Count. Our first-order control flow analysis counts the num-
ber of unique conditional branch instructions that cover 90% of the dynamic branches.
This is similar to the unique opcode analysis but focuses on branch instructions. This
is important for hardware specialization because it measures the number of control flow
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decisions that must be handled in a design.
As Figure 3.18 shows, the number of unique branch instructions required to cover 90%

dynamic branches is consistent between x86 and IR. The two sets of bars track each
quite closely. This implies that ISA choice does not have a significant impact on the
number of branch instructions generated, which mostly depends on the way programs
are written.

Branch History Entropy. Another important metric is control flow predictability,
which is intrinsic to the workload. Generally speaking, if the branch taken patterns are
more regular and less random, branches are easier to predict. In this sense, the regularity
of the branch behavior will indicate the predictability of the control flow. Based on this
intuition, Yokota proposed the idea of branch history entropy using Shannon’s informa-
tion entropy idea to represent a program’s predictability170.

We use a string of bits to encode taken or not taken branch outcomes. In this sense,
the program, as the producer of the sequence, can be viewed as an information source
and we can compute the entropy of the information source to represent the regularity of
branch behavior. In our implementation, we use a sequence of n consecutive branch re-
sults as the random variable and compute the entropy of the benchmarks. The results
are shown in Figure 3.19. We can see that the branch entropy from x86 and IR are also
quite similar. This shows that both ISA-dependent analysis and ISA-independent anal-
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ysis fully expose the program’s control behavior. This matches our intuition that ISA
does not affect control flow significantly.

3.5 Putting it all together

0.0
0.5

1.0

186.crafty

0.0
0.5

1.0

181.mcf

0.0
0.5

1.0

183.equake

0.0
0.5

1.0

164.gzip

0.0
0.5

1.0

175.vpr

0.0
0.5

1.0

175.vpr_2

0.0
0.5

1.0

256.bzip2

0.0
0.5

1.0

254.gap

0.0
0.5

1.0

188.ammp

0.0
0.5

1.0

179.art

0.0
0.5

1.0

255.vortex Opcode

Branch
Entropy

Memory
Entropy

I-MEM

D-MEM

Figure 3.20: Comparison of five ISA-independent metrics across SPEC benchmarks, ordered by
the area of the polygon. The lower right kiviat plot provides the legend, and smaller values

indicate more regularity in the metric.

We compare the eleven SPEC benchmarks with five ISA-independent metrics from
our analysis: the number of opcodes, the value of branch entropy, the value of memory
entropy, the unique number of static instructions (I-MEM), and the unique number of
data addresses (D-MEM). In terms of specialized architecture design, smaller values for
each of these metrics indicate more regularity in the benchmarks and better opportu-
nity to exploit specialization. For each metric, we choose the maximum value across all
the benchmarks and for each benchmark we plot the relative value with respect to this
maximum value. Figure 3.20 shows kiviat plots for all benchmarks, in which each axis
represents one of the ISA-independent characteristics. The plot in the lower right cor-
ner of the figure provides a legend for the individual axes. The kiviat plots are ordered
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by the area of the resulting polygon. With an equal weighting of the five characteristics,
area provides a rough approximation for overall benchmark regularity (smaller area is
more regular). We observe different behavior across the benchmark suite. For example,
255.vortex demonstrates regularity across all the metrics, while 186.crafty has relatively
low regularity in most of the dimensions. These insights will be helpful for specialized
architecture designers to identify the opportunities for acceleration.

Although ISA-independent workload characterization is useful for designers to un-
derstand intrinsic workload characteristics, it does not quantitatively evaluate the cost
and benefits of building a specific accelerator for a given kernel. This has motivated us
to think how to rapidly evaluate different design choices of accelerator designs without
going through the time consuming design flow. Building upon the WIICA project, next
chapter introduces Aladdin, a power-performance-area simulator for fixed-function accel-
erators, enabling large design space exploration for specialized architectures.
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“Love truth, but pardon error.”
Voltaire, 1738.

4
Aladdin: Pre-RTL,

Power-Performance-Area Accelerator
Modeling

Current research in accelerator analysis relies on RTL-based synthesis flows to produce
accurate timing, power, and area estimates. Such techniques not only require significant
effort and expertise but are also slow and tedious to use, making large design space ex-
ploration infeasible. To overcome this problem, this chapter discusses Aladdin, a pre-
RTL, power-performance accelerator modeling framework and demonstrates its appli-
cation to system-on-chip (SoC) simulation. Aladdin estimates performance, power, and
area of accelerators within 0.9%, 4.9%, and 6.6% with respect to RTL implementations.
Integrated with architecture-level core and memory hierarchy simulators, Aladdin pro-
vides researchers an approach to model the power and performance of accelerators in an
SoC environment.
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4.1 Introduction

As we near the end of Dennard scaling, traditional performance and power scaling ben-
efits based on technology improvements no longer exist. At the same time, transistor
density improvements continue; the result is the dark silicon problem in which chips
now have more transistors than a system can fully power at any point in time63,159. To
overcome these challenges, hardware acceleration, in the form of datapath and control
circuitry customized to particular algorithms or applications, has surfaced as a promis-
ing approach, as it delivers orders of magnitude performance and energy benefits com-
pared to general purpose solutions. Customized architectures composed of CPUs, GPUs,
and accelerators are already in widespread use in mobile systems and are beginning to
emerge in servers and desktops.

The natural evolution of this trend will lead to a growing volume and diversity of
customized accelerators in future systems, where a comprehensive assessment of poten-
tial benefits and trade-offs across the entire system will be critical for system design-
ers. However, current customized architectures contain only a handful of accelerators, as
large design space exploration is currently infeasible due to the lack of a fast simulation
infrastructure for accelerator-centric systems.

Computer architects have long been developing and leveraging high-level power35,102,141

and performance26,32 simulation frameworks for general-purpose cores and GPUs29,101.
In contrast, current accelerator-related research primarily relies on creating RTL imple-
mentations, a tedious and time-consuming process. It takes hours, if not days, to gener-
ate, simulate, and synthesize RTL to get the power and performance of a single accelera-
tor design, even with the help of high-level synthesis (HLS) tools. Such a low-level, RTL
infrastructure cannot support architecture-level design space exploration that sweeps pa-
rameters across traditional general-purpose cores, accelerators, and shared resources such
as cache hierarchies and on-chip networks. Hence, there is a clear need for a high-level
design flow that abstracts RTL implementations of accelerators to enable broad design
space exploration of next-generation customized architectures.

We introduce Aladdin, a pre-RTL, power-performance simulator designed to enable
rapid design space search of accelerator-centric systems. This framework takes high-level
language descriptions of algorithms as inputs and uses dynamic data dependence graphs
(DDDG) as a representation of an accelerator without generating RTL. Starting with
an unconstrained program DDDG, which corresponds to an initial representation of ac-
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celerator hardware, Aladdin applies optimizations as well as constraints to the graph to
create a realistic model of accelerator activity. We rigorously validated Aladdin against
RTL implementations of accelerators from both handwritten Verilog and a commercial
HLS tool for a range of applications, including accelerators in Memcached103, HARP164,
NPU65, and a commonly used throughput-oriented benchmark suite, SHOC58. Our re-
sults show that Aladdin can model performance within 0.9%, power within 4.9%, and
area within 6.6% compared to accelerator designs generated by traditional RTL flows. In
addition, Aladdin provides these estimates over 100× faster.

Aladdin captures accelerator design trade-offs, enabling new architectural research di-
rections in heterogeneous systems composed of accelerators, general-purpose cores, and
the shared memory hierarchy seen in today’s mobile SoCs and for future customized
architectures; we demonstrate this capability by integrating Aladdin with a full cache
hierarchy model and DRAMSim2134. Such infrastructure allows users to explore cus-
tomized and shared memory hierarchies for accelerators in a heterogeneous environment.
In a case study with the GEMM benchmark, Aladdin uncovers significant, high-level,
design trade-offs by evaluating a broader design space of the entire system. Such anal-
ysis results in more than 3× performance improvements compared to the conventional
approach of designing accelerators in isolation.

4.2 Background and Motivation

Hardware acceleration exists in many forms, such as analog accelerators30,155, static49,65,78,103,129,159,164

and dynamic datapath accelerators50,74,76, and programmable accelerators, such as GPUs
and DSPs. In this work, we focus on static datapath accelerators. Here we discuss the
design flow, design space, and state-of-the-art research infrastructure of datapath acceler-
ators, all in order to illustrate the challenges associated with current accelerator research
and why a tool like Aladdin opens up new research opportunities for architects.

4.2.1 Accelerator Design Flow

The current accelerator design flow requires multiple CAD tools, which is inherently te-
dious and time-consuming. It starts with a high-level description of an algorithm, then
designers either manually implement the algorithm in RTL or use HLS tools, such as Xil-
inx’s Vivado HLS20, to compile the high-level implementation (e.g., C/C++) to RTL. It
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Figure 4.1: GEMM design space w/ and w/o memory hierarchy.

takes significant effort to write RTL manually, the quality of which highly depends on
designers’ expertise. Although HLS tools offer opportunities to automatically generate
the RTL implementation, extensively tuning C-code is still necessary to meet design re-
quirements. After generating RTL, designers must use commercial CAD tools, such as
Synopsys’s Design Compiler and Mentor Graphics’ ModelSim, to estimate power and
cycle counts.

In contrast, Aladdin takes unmodified, high-level language descriptions of algorithms,
generating a DDDG representation of accelerators, which accurately models the cycle-
level power, performance, and area of realistic accelerator designs. As a pre-RTL simula-
tor, Aladdin is orders of magnitude faster than existing CAD flows.

4.2.2 Accelerator Design Space

Despite the application-specific nature of accelerators, the accelerator design space is
large given a range of architecture- and circuit-level alternatives. Figure 4.1 illustrates a
large power-performance design space of accelerator design points for the GEMM work-
load from the SHOC benchmark suite. The square points were generated from a com-
mercial HLS flow sweeping datapath parameters, including loop-iteration parallelism,
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Novel Accelerator
Design

Accelerator
Datapath
Trade-offs

Heterogeneous
SoC

Trade-offs

handwritten
RTL

Buffer-int-Cache66,
Memcached98,103,
Sonic Millip3De136,
HARP164

Inadequate Inadequate

HLS

LINQits48,
Convolution En-
gine129,
Conservation
Cores159

Cong55,
Liu104,
Reagen132

Inadequate

Table 4.1: Accelerator Research Infrastructure

pipelining, array partitioning, and clock frequency. However, HLS flows generally provi-
sion a fixed latency for all memory accesses, implicitly assuming local scratchpad mem-
ory fed by DMA controllers.

Such simple designs are not well suited for capturing data locality or interactions with
complex memory hierarchies. The circle points in Figure 4.1 were generated by Aladdin
integrated with a full cache hierarchy model and DRAMSim2, sweeping not only datap-
ath parameters but also memory parameters. By doing so, Aladdin exposes a rich design
space that incorporates the realistic memory penalties in terms of time and power, im-
practical with existing HLS tools alone. Section 4.5 further demonstrates the importance
of accelerator datapath and memory co-design using Aladdin.

4.2.3 State-of-the-art Accelerator Research Infrastructure

The ITRS predicts hundreds to thousands of customized accelerators by 202218. How-
ever, state-of-the-art accelerator research projects still contain only a handful of accel-
erators because of the cumbersome design flow that inhibits computer architects from
evaluating large accelerator-centric systems. Table 4.1 categorizes accelerator-related re-
search projects in the computer architecture community over the past 5 years based on
the means of implementation (handwritten RTL vs. HLS tools) and the scope of possible
design exploration.

We see that researchers have been able to propose novel implementations of acceler-
ators for a wide range of applications, either writing RTL directly or using HLS tools
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despite the time-consuming process. With the help of the HLS flow, we have begun to
see studies evaluating design trade-offs in accelerator datapaths, which are otherwise
impractical using handwritten RTL. However, as discussed in Section 4.2.2, HLS tools
cannot easily navigate large design spaces of customized architectures. This inadequacy
in infrastructure has confined the exploratory scope of accelerator research.

4.2.4 Contributions

In summary, this work makes the following contributions:

1. We present Aladdin, a pre-RTL, power-performance simulator for fixed-function
accelerators using dynamic data dependence graphs (Section 4.3).

2. We perform rigorous validation of Aladdin against handwritten RTL implementa-
tions and a commercial HLS design flow. We show that Aladdin can model the be-
havior of recently published accelerators103,164,65 and typical accelerator kernels58

(Section 4.4).

3. We demonstrate a large design space exploration of customized architectures, en-
abled by Aladdin, identifying high-level accelerator design trade-offs (Section 4.5).

4.3 The Aladdin Framework

4.3.1 Modeling Methodology

The foundation of the Aladdin infrastructure is the use of dynamic data dependence
graphs (DDDG) to represent accelerators. A DDDG is a directed, acyclic graph, where
nodes represent computation and edges represent dynamic data dependences between
nodes. The dataflow nature of hardware accelerators makes the DDDG a good candidate
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to model their behavior. Figure 4.2 illustrates the overall structure of Aladdin, start-
ing from a C description of an algorithm and passing through an optimization phase,
described in Section 4.3.2, where the DDDG is constructed and optimized to derive an
idealized representation of the algorithm. The idealized DDDG then passes to a realiza-
tion phase, discussed in Section 4.3.3, that restricts the DDDG by applying realistic pro-
gram dependences and resource constraints. User-defined configurations allow wide de-
sign space exploration of accelerator implementations. The outcome of these two phases
is a pre-RTL, power-performance model for accelerators.

Aladdin uses a DDDG to represent program behavior so that it can take arbitrary C
code descriptions of an algorithm—without any modifications—to expose algorithmic
parallelism. This fundamental feature allows users to rapidly investigate different algo-
rithms and accelerator implementations. Due to its optimistic nature, dynamic anal-
ysis has been previously deployed in parallelism research exploring the limits of ILP
27,69,130,162 and recent modeling frameworks for multicore processors72,87. These stud-
ies sought to quickly measure the upper bound of performance achievable on an ideal
parallel machine95. Our work has two main distinctions from these efforts. First, pre-
vious efforts model traditional Von Neumann machines where instructions are fetched,
decoded, and executed on a fixed, but programmable architecture. In contrast, Aladdin
models a vast palette of different accelerator implementation alternatives for the DDDG;
the optimization phase incorporates typical hardware optimizations, such as removing
memory operations via customized storage inside the datapath and reducing the bitwidth
of functional units. The second distinction is that Aladdin provides a realistic power-
performance model of accelerators across a range of design alternatives during its realiza-
tion phase, unlike previous work that offered an upper-bound performance estimate.

In contrast to dynamic approaches, parallelizing compilers and HLS tools use program
dependence graphs (PDG)52,70 that statically capture both control and data depen-
dences68,75. Static analysis is inherently conservative in its dependence analysis, because
it is used for generating code and hardware that works in all circumstances and is built
without run-time information. A classic example of this conservatism is the enforcement
of false dependences that restrict algorithmic parallelism. For instance, programmers
often use pointers to navigate arrays, and disambiguating these memory references is a
challenge for HLS tools. Such situations frequently lead to designs that are more sequen-
tial compared to what a human RTL programmer would develop. Therefore, although
HLS tools offer the opportunity to automatically generate RTL, designers still need to
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extensively tune their C code to expose parallelism explicitly (Section 4.4). Thus, Al-
addin is different from HLS tools; Aladdin is simply a realistic, accurate representation
of accelerators, whereas HLS is burdened with generating actual, correct hardware.

This section describes details of the optimization phase (Section 4.3.2) and realization
phase (Section 4.3.3) of Aladdin. We then discuss how to integrate Aladdin with memory
systems (Section 4.3.4) and limitations of the approach (Section 4.3.5).

4.3.2 Optimization Phase

The optimization phase forms an idealized DDDG that only represents the fundamental
dependences of the algorithm. An idealized DDDG for accelerators must satisfy three re-
quirements: (a) express only necessary computation and memory accesses, (b) only cap-
ture true read-after-write dependences, and (c) remove unnecessary dependences in the
context of customized accelerators. This section describes how Aladdin’s optimization
phase addresses these requirements.

Optimistic IR

Aladdin builds the DDDG from a dynamic instruction trace, where the choice of the ISA
significantly impacts the complexity and granularity of the nodes in the graph. In fact,
a trace using a machine-specific ISA contains instructions that are not part of the pro-
gram but produced due to the artifacts of the ISA142, e.g., register spills. To avoid such
artifacts, Aladdin uses a high-level, machine-independent intermediate representation
(IR) provided by the ILDJIT compiler38. ILDJIT IR is optimistic because it allows an
unlimited number of registers, eliminating additional instructions generated due to stack
overheads and register spilling. The IR contains 80 opcodes ranging from simple primi-
tives, e.g., add and multiply, to complex operators, e.g., sine and square root, so that we
can easily detect the functional units needed based on the program’s IR trace and model
them using pre-characterized hardware. We use a customized interpreter for the ILDJIT
IR to emit fully-optimized IR instructions in a trace file. The trace includes dynamic in-
struction information such as opcodes, register IDs, parameter data types, and parameter
data values. We also profile the dynamic addresses of memory operations.
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Initial DDDG

Aladdin analyzes both register and memory dependences based on the IR trace. Only
true read-after-write data dependences are respected in the initial DDDG construction.
This DDDG is optimistic enough for the purpose of ILP limit studies but is missing sev-
eral characteristics of hardware accelerators; the next section discusses how Aladdin ide-
alizes the DDDG further.

Idealized DDDG

Hardware accelerators have considerable flexibility to customize datapaths for application-
specific features, which is not modeled in the initial DDDG. Such customization can
change the attributes of the datapath, as in the case of bitwidth reduction where func-
tional units can be tuned to the value range of the problem. Aladdin also removes opera-
tions that are not required for hardware implementations. For example, to reduce mem-
ory bandwidth, small, frequently accessed arrays, such as filters, can be stored directly
in registers inside the datapath instead of in external memory. Cost models are used to
automatically perform all of these transformations.

We categorize our optimizations into node-level, loop-level, and memory-level transfor-
mations to produce an idealized DDDG representation.

Node-Level Optimization. In addition to bitwidth analysis, we also model other
node-level optimizations, such as strength reduction and tree-height reduction, by chang-
ing the nodes’ attributes and performing standard graph transformations56.

Loop-Level Optimization. The initial DDDG captures the true dependences be-
tween successive iterations of the loop index variables, which means each index variable
can only be incremented once per cycle. Such dependence constraints do not apply to
hardware accelerators or parallel processors since it is entirely possible that they can ini-
tiate multiple iterations of a loop simultaneously156. Aladdin removes all dependences
between loop index variables, including basic and derived induction variables, to expose
loop parallelism.

Memory Optimization. The goal is to remove unnecessary load/store operations.
In addition to the memory-to-register conversion example described above, Aladdin also
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performs store-load forwarding inside the DDDG, which eliminates load operations by
buffering data in internal registers within hardware accelerators. This is different from
store-load forwarding in general-purpose CPUs, where the load operation must still be
executed138.

Extensibility Hardware design is open-ended, and Aladdin can be extended to in-
corporate other accelerator-specific optimizations, analogous to adding new microarchi-
tectural structures to CPU simulators. We demonstrate this extensibility by considering
CAM hardware to optimize data matching. A CAM is an example of a custom circuit
structure that is often used to accelerate hash tables in network routers and datatype
specific accelerators173. Unlike software, CAMs can automatically compare a key against
all of the entries in one cycle. On the other hand, large CAMs are power hungry, result-
ing in an energy trade-off when hash tables reach a certain size. Aladdin incorporates
CAMs into its customization strategy by automatically replacing software-managed hash
tables with CAM. Aladdin can detect a linear search for a key by looking for chained se-
quential memory look-ups and comparison. Section 4.4.2 demonstrates an example with
a Memcached accelerator in which CAMs are used as a victim cache to a regular hash
table during hash conflicts103.

4.3.3 Realization Phase

The realization phase uses program and resource parameters, defined by users, to con-
strain the idealized DDDG generated in the optimization phase.

Program-Constrained DDDG

The idealized DDDG optimistically assumes that hardware designers can eliminate all
control and false data dependences at design time. Aladdin’s realization phase models
actual control and memory dependences to create the program-constrained DDDG.

Control Dependence. The idealized DDDG does not include control dependences,
assuming that branch outcomes can be known in advance and operations can start be-
fore branches are resolved, which is unrealistic even for hardware accelerators. The costs
and benefits of control flow speculation for accelerators have not been extensively stud-
ied yet, and one solution to minimize control dependences relies on predicated execu-
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Parameters Example Range
Loop Rolling Factor [1::2::Trip count]
Clock Period (ns) [1::2::6]
FU latency Single-Cycle, Pipelined
Memory Ports [1::2::64]

Table 4.2: Realization Phase User-Defined Parameters, i::j::k denotes a set of values from i to k
by a stepping factor j.

tion to simultaneously execute both taken and not taken paths until branch resolution97.
While this approach minimizes serialization, the cost of speculation is high—it requires
hardware resources that grow exponentially with the number of outstanding branches.
Aladdin models control dependence by bringing code from the not-taken path into the
program-constrained DDDG to account for additional power and resources. Aladdin is
flexible enough to model the costs of different mechanisms for handling control flow. For
energy efficiency, Aladdin models one outstanding branch at a time, serializing control
dependences for multiple simultaneous branches.

Memory Dependence. The idealized DDDG optimistically removes all false memory
dependences between dynamic instructions, keeping true read-after-write dependences.
This is realistic for memory accesses with addresses that can be resolved at design time.
However, some algorithms have input-dependent memory accesses, e.g., histogram, where
different inputs result in different dynamic dependences. Without runtime memory dis-
ambiguation support, designers have to make conservative assumptions about memory
dependences to ensure correctness. To model realistic memory dependences, the realiza-
tion phase includes memory ambiguation that constrains the input-dependent memory
accesses by adding dependences between all dynamic instances of a load-store pair, as
long as a true memory dependence is observed for any pair. This is similar to the dy-
namic dependence profiling approach adopted by parallelization efforts72,91.

Resource-Constrained DDDG

Finally, Aladdin accounts for user-specified hardware resource constraints, a subset of
which are shown in Table 4.2. Users specify the type and size of hardware resources in
an input configuration file. Aladdin then binds the program-constrained DDDG onto the
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hardware resources, leading to the resource-constrained DDDG. Aladdin can easily sweep
resource parameters to explore the design space of an algorithm, which is fast because
only resource constraints need to be applied for each design point. These resource pa-
rameters are set with respect to the following three factors: loop rolling, loop pipelining,
and memory ports.

Loop Rolling. The optimization phase removes dependences between loop index vari-
ables, assuming completely unrolled loops that execute all iterations in parallel. In real-
ity, for loops with large trip counts, this leads to large resource requirements. Aladdin’s
loop rolling factor re-rolls loops by adding dependences between loop index variables.

Loop Pipelining. The DDDG representation fully pipelines loop iterations by default,
though sometimes pipelined implementation leads to high resource requirements as well
as high power consumption. Aladdin offers users the option to turn off loop pipelining by
adding dependences between the entry and exit nodes of successive loop iterations.

Memory ports. The number of memory ports constrains the data transfer rate be-
tween the accelerator datapath and the closest memory hierarchy, generally either a
scratchpad memory or L1 cache. Aladdin uses this parameter to abstractly model the
number of memory requests the datapath can issue concurrently, and Section 4.3.4 dis-
cusses how the memory ports interface with memory simulators.

An Example

Figure 4.3 illustrates different phases of Aladdin transformations using a microbench-
mark as an example. After the IR trace of the C code has been produced, the optimiza-
tion and realization phases generate the resource-constrained DDDG that models acceler-
ator behavior. In this example, we assume the user wants an accelerator with a factor-of-
2 loop-iteration parallelism and without loop pipelining. The solid arrows in the DDDG
are true data dependences, and the dashed arrows represent resource constraints, such
as loop rolling and turning off loop pipelining. The horizontal dashed lines represent
clock cycle boundaries. The corresponding resource activities are shown to the right of
the DDDG example. We see that the DDDG reflects the dataflow nature of the accelera-
tor. Aladdin can accurately capture dynamic behavior of accelerators without having to
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Resource ActivityResource Constrained DDDG

IR Trace:
0.   r0 = 0
1.   r4 = load (r0 + r1) //load a[i]
2.   r5 = load (r0 + r2) //load b[i]
3.   r6 = r4 + r5
4.   store(r0 + r3, r6)  //store c[i]
5.   r0 = r0 + 1            // ++i
6.   r4 = load (r0 + r1) //load a[i]
7.   r5 = load (r0 + r2) //load b[i]
8.   r6 = r4 + r5
9.   store(r0 + r3, r6)  //store c[i]
10. r0 = r0 + 1            // ++i
...

C code:

for (i = 0; i < N; ++i)
  c[i] = a[i] + b[i];

1.ld a

0. i=0

2.ld b

3.+

4.st c

6.ld a

5.i++

7.ld b

8.+

9.st c

11.ld a

10.i++

12.ld b

13. +

14.st c

16.ld a

15.i++

17.ld b

18.+

19.st c

20.i++ 25.i++

MEM MEM MEM MEM

+

+ +

MEM MEM

+ +

MEM MEM MEM MEM

+ +

MEM MEM

+ +

Cycle

Figure 4.3: C, IR, Resource Constrained DDDG, and Activity.

generate RTL by carefully modeling the opportunities and constraints of the customized
datapath in the DDDG.

Power and Area Models

We now describe the construction and application of Aladdin’s power and area models to
capture the resource requirements of accelerators.

Power Model. To accurately model the power of accelerators, we need: (a) precise
activities and (b) accurate power characterization of different DDDG components. We
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uniquely characterize switching, internal, and leakage power from Design Compiler for
each type of DDDG node (multipliers, adders, shifters, etc.) and registers. The charac-
terization accounts for different timing requirements, bitwidths, and switching activity.
Switching and internal power are due to capacitive charging/discharging of output load
and internal transistors of the logic gates, respectively. While switching and internal
power are both dynamic, we found internal power weakly dependent on activity because
internal nodes can switch without the gate output switching.

We construct a detailed power model by synthesizing microbenchmarks that exercise
the functional units. Our microbenchmarks cover all of the compute instructions in IR so
that there is a one-to-one mapping between nodes in the DDDG and functional units in
the power model. We synthesize these microbenchmarks using Synopsys’s Design Com-
piler in conjunction with a commercial 40nm standard cell library to characterize the
switching, internal, and leakage power of each functional unit. This characterization is
fully automated in order to migrate easily to new technologies.

Aladdin’s power modeling library also accounts for cell selection variances during
netlist synthesis. Different pipeline stages within a datapath contain varying amounts of
logic and, in order to meet timing requirements, different standard cells and logic imple-
mentations of functional units are often selected at synthesis time. Aladdin approximates
the impact of cell selection by training the model for a variety of timing constraints, us-
ing a first-order model to choose the correct design. This also accounts for logic flatten-
ing that Design Compiler performs across small collections of functional units.

Area Model. To accurately model area, we construct an area library similar to the
previously described power library for each DDDG component. This model was obtained
using the same set of microbenchmarks to characterize the area for each functional unit
as well as for registers.

Cycle-Level Activity. Figure 4.4 shows the cycle-level resource activity for one im-
plementation of the FFT benchmark. Aladdin accurately captures the distinct phases of
FFT. The number of functional units required is estimated using the maximum number
of parallel functional units per cycle for each program phase; this approximation provides
the power and area models with the total resources allocated to the accelerators. The
cycle-level activity is an input to the power model to represent the dynamic activity of
the accelerators.
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Figure 4.4: Cycle-by-Cycle FU and Memory Activity of FFT.

4.3.4 Integration with Memory System

Aladdin can easily integrate with architectural cache and memory simulators to model
their behavior with a particular memory hierarchy. Within the context of memory hier-
archy for accelerators, we discuss three types of memory models with which Aladdin can
integrate.

Ideal Memory guarantees that all memory requests can be serviced in one cycle,
which is realistic only for a system with small memory size. Aladdin models the ideal
memory system by assuming load and store nodes in the DDDG take one cycle.

Scratchpad Memory is commonly used in accelerator-centric systems where accel-
erator designers explicitly manage memory accesses so that each request has a fixed la-
tency. However, this approach requires a detailed understanding of workload memory
characteristics. This potentially increases design time but leads to more efficient imple-
mentation. Aladdin can take a parametrized memory latency as an input to model the
latency of load and store operations matching the characteristics of scratchpad memory.

Cache Hierarchy applies a hardware-managed cache system to capture locality of
the accelerated workload. Such a cache hierarchy relies on the hardware to exploit the
locality of the workload, potentially easing the design of systems with a large number of
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accelerators. On the other hand, a cache introduces variable memory latency. Existing
cache simulators can be integrated with Aladdin to evaluate how variable latency mem-
ory accesses affect accelerator behaviors.

In order to integrate with a cache hierarchy, the accelerator must include certain
mechanisms to react to possible cache misses. Aladdin models several approaches to han-
dle this variable latency, which resemble pipeline control mechanisms in general-purpose
processors. The simplest policy is local or global pipeline stalls on miss events. We also
consider a more complex mechanism for non-blocking behavior in which a new loop iter-
ation is started when a miss occurs, and only the loop ID is stored for re-execution when
the miss resolves.

Memory Power Model. The memory power model is based on a commercial register
file and SRAM memory compiler that accompanies our standard cell library. We have
compared the memory power model to CACTI163 and found consistent trends, but we
retain the memory compiler model for consistency with the standard cell library.

4.3.5 Limitations

Algorithm choices. Aladdin does not automatically sweep different algorithms.
Rather, it provides a framework to quickly explore various hardware designs of a par-
ticular algorithm. This means designers can use Aladdin to quickly and quantitatively
compare the design spaces of multiple algorithms for the same application to find the
most suitable algorithm choice.

Input Dependent. Like other dynamic analysis frameworks84,106, Aladdin only mod-
els operations that appear in the dynamic trace, which means it does not instantiate
hardware for code not executed with a specific input. For Aladdin to completely model
the hardware cost of a program, users must provide inputs that exercise all paths of the
code.

Input C code. Aladdin can create a DDDG for any C code. However, in terms of
modeling accelerators, C constructs that require resources outside the accelerator, such
as system calls and dynamic memory allocation, are not modeled. In fact, understanding
how to handle such events is a research direction that Aladdin facilitates.
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Figure 4.5: Validation Flow.

4.4 Aladdin Validation

We begin this section with a detailed description of the traditional RTL design flow and
workloads used to validate Aladdin. Validation results show Aladdin has modest error
rates within 0.9% for performance, 4.9% for power, and 6.5% for area. Aladdin generates
the design space more than 100× faster than the traditional RTL-based flow.

4.4.1 Validation Flow

Figure 4.5 outlines the methodology used to validate Aladdin. The power and area es-
timates of Aladdin are compared against synthesized Verilog generated by Design Com-
piler using commercial 40nm standard cells. Aladdin’s performance model is validated
against ModelSim Verilog simulations. The SAIF activity file generated from ModelSim
is fed to Design Compiler to capture the switching activity at the gate level. To generate
Verilog, we either hand-code RTL or use Xilinx’s Vivado HLS tool. The RTL design flow
is an iterative process and requires extensive tuning of both RTL and C code.

HLS Tuning

We use HLS to generate the accelerator design space for SHOC benchmarks to demon-
strate Aladdin’s ability to explore a large design space of an accelerator’s datapath,
which is infeasible with handwritten RTL. To produce high-quality Verilog, HLS re-
quires significant tuning of the input C code to expose parallelism and remove false de-
pendences. In contrast, Aladdin produces the power-performance optimal design points
without modifying the input C code.
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Figure 4.6: Unoptimized vs. Tuned Scan.

Figure 4.6 demonstrates the quantitative difference that code quality can have on
power and performance by comparing Pareto frontiers of optimized and unoptimized
versions for the Scan benchmark. Both curves were generated by sweeping loop unrolling
factors, memory bandwidth, and resource sharing and applying loop pipelining, simi-
lar to the parameters discussed in Section 4.3. The unoptimized C code hits a perfor-
mance wall at around 4000 cycles where neither increasing bandwidth nor loop paral-
lelism yields better performance but continues to burn more power. The reason is that
when striding over a partitioned array being read from and written to in the same cycle,
though accessing different elements of the array, the HLS compiler conservatively adds
loop-carried dependences. This in turn increases the iteration interval of loop pipelin-
ing, limiting performance. To overcome HLS’s conservative assumptions, we partition the
array differently, which consequently simplifies the access patterns to resolve false depen-
dences. Similar tuning was necessary to generate well-performing designs for each of the
SHOC benchmarks, which are then used to validate Aladdin in Section 4.4.3.

4.4.2 Applications

We implemented a collection of benchmarks, both by hand and using HLS, to validate
Aladdin. HLS enabled the validation of the Pareto optimal designs for the SHOC bench-
marks, overcoming the impracticality of hand coding each design point. We also validate
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Aladdin against handwritten RTL for benchmarks ill-suited for HLS. Examples are taken
from recently published accelerator research: NPU65, Memcached103, and HARP164.

SHOC

The SHOC benchmark suite is representative of many typical accelerator workloads,
which include compute intensive benchmarks where functional units often dominate ex-
ecution time and power, e.g., Stencil, as well as memory-bound workloads, e.g., Sort,
stressing Aladdin’s modeling capabilities across multiple dimensions. To ensure valid,
well performing HLS results, we carefully tuned each implementation as described ear-
lier. By sweeping loop unrolling factors and resource constraints such as memory band-
width, a large design space of accelerator datapaths for each benchmark is generated.

Single Accelerators

In some instances, the expressiveness of C limits the ability for HLS to reasonably match
hand-coded RTL. Therefore, we hand coded RTL for HARP, NPU, and Memcached to
further demonstrate Aladdin’s modeling capabilities. For Aladdin, we rely on generic C
implementations that describe the behavior of each accelerator.

HARP is a partitioning accelerator for big data164. Essentially, given a stream of in-
puts, it uses a pipeline of comparators to check each input against a splitter value at
each stage and categorize the inputs. HARP is a control-intensive workload where its
activity highly depends on the input values, which makes it a good candidate to exercise
Aladdin’s ability to model control behavior. Our handwritten Verilog for HARP properly
expresses the pipelined comparisons. Aladdin was able to match the Verilog implementa-
tion through the loop rolling and pipelining parameters.

NPU is a network of individual neurons connected through a shared bus, which com-
municate with each other in a carefully orchestrated, compiler-generated pattern. The
design hinges on an input FIFO to buffer computations. Although HLS has FIFO sup-
port, the ability to finely share data efficiently between compute engines is a shortcoming
of most HLS tools. An individual neuron was implemented in Verilog, and a synthetic
input was used to stimulate the neuron. Aladdin’s memory-to-register transformation
successfully captures such FIFO-type structure.
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Figure 4.7: Performance (top), Power (middle), and Area (bottom) Validation.

Memcached is a distributed key-value store system, whose functionality is mapped
to a hash function and CAM lookup. Given an input key, a hash accelerator computes
the value using a hash algorithm103. The value is then used to index four SRAMs whose
content is compared to the input key to determine a hit. If one of the SRAMs returns
a match, it returns that SRAM’s data. On a miss, the value is sent to a CAM where all
possible locations of the key are checked in parallel and the correct value is returned.
This benchmark serves two purposes—to demonstrate Aladdin’s ability to model vari-
able bitwidth computations (the hash function) and to model a different customization
strategy (CAM).
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Figure 4.8: Energy Characterization of SHOC.

4.4.3 Validation

Figure 4.7 shows that Aladdin accurately models performance, power, and area com-
pared against RTL implementations across all of the presented benchmarks with average
errors of 0.9%, 4.9%, and 6.5%, respectively. For each SHOC workload, we validated
six points on the Pareto frontier, e.g., points in Figure 4.6. The SHOC validation re-
sults show Aladdin accurately models entire design spaces, while for single accelerator
designs, Aladdin is not subject to HLS shortcomings and can accurately model different
customization strategies.

Pareto Analysis The Pareto optimal designs of the SHOC benchmarks reveal inter-
esting program characteristics in the context of hardware accelerators. Bars in Figure 4.8
correspond to six designs along each benchmark’s Pareto frontier, which were also used
for validation. In each graph, the leftmost bar is the most parallel, highest performing
design while the rightmost bar is the most serial and lowest performing design. For each
design, we calculate energy using power and performance estimates from Aladdin. Al-
addin’s detailed power model enables energy breakdowns for adders, multipliers, and
registers. The six bars of each benchmark are normalized to the leftmost bar to facilitate
comparisons.

Each of the three benchmarks in Figure 4.8 exhibits different energy trends across the
Pareto frontier. Triad, shown in Figure 4.8a, demonstrates good energy proportionality,
meaning more parallel hardware leads to better performance with a proportional power
cost. In contrast, Sort has a strong sequential component such that energy increases for
more parallel designs without improving performance. Finally, while the multiplier en-
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Hand-Coded RTL HLS Aladdin
Programming Effort High Medium

N/ARTL Generation Designer Dependent 37 mins
RTL Simulation Time 5 mins
RTL Synthesis Time 45 mins
Time to Solution
per Design

87 mins 1 min

Time to Solution
(36 Designs)

52 hours 7 mins

Table 4.3: Algorithm-to-Solution Time per Design.

ergy for Stencil shows similar energy proportionality to Triad, the adders and registers
required for loop control are amortized with more parallelism. Non-intuitively, this leads
to better energy efficiency for these faster designs.

4.4.4 Algorithm-to-Solution Time

Aladdin enables rapid design space exploration of accelerator designs. Table 4.3 quan-
tifies the differences in algorithm-to-solution time to explore a design space of the FFT
benchmark with 36 points. Compared to traditional RTL flows, Aladdin skips the time-
consuming RTL generation, synthesis, and simulation process. On average, it takes 87
mins to generate a single design using the RTL flow but only 1 min for Aladdin, includ-
ing both of Aladdin’s optimization phase (50 seconds) and realization phase (12 sec-
onds). However, because Aladdin needs to perform the optimization phase only once
for each algorithm, this optimization time can be amortized across large design spaces.
Consequently, it only takes 7 mins to enumerate the full design space with Aladdin com-
pared to 52 hours with the RTL flow. The HLS RTL generation time per design is com-
parable to that reported by other researchers104.

4.5 Case Study: GEMM Design Space

We now present a case study that demonstrates how Aladdin enables architecture re-
search and why it is invaluable to future heterogeneous SoC designs. We focus our analy-
sis on GEMM as it has complex memory behavior and analyze a problem size of 196 KB.
In this case study, we present:
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Figure 4.9: GEMM Time and Power Decomposition

1. Execution Time Decomposition: Understand design trade-offs of an accelerator’s
execution time with respect to compute time and memory time.

2. Accelerator Design Space: Characterize the design space of GEMM accelerators,
including memory hierarchy, to understand how different parameters affect the
design space.

3. Heterogeneous SoC: Demonstrate the impact of resource contention in an SoC-like
system of a single accelerator, resulting in different optimal designs that would be
unknown without system-level analysis.

4.5.1 Execution Time Decomposition

So far, Aladdin has been evaluated as a standalone accelerator simulator with an ideal
memory hierarchy (one cycle memory access latency). However, it is not always possible
to retrieve data in one cycle in real designs with large problem sizes. The efficiency of
accelerators highly depends on the memory system. To quantify the impact of a memory
system on accelerators, we integrate Aladdin with a standard cache simulator and the
DRAMSim2 memory simulator134.

83



We divide the accelerator’s execution time into compute time and memory time. Com-
pute time is defined as the execution time of an accelerator when there is only one cycle
memory latency. Memory time is defined as cycles lost to a non-ideal memory, which
includes both memory bandwidth and memory latency constraints.

In order to decompose the accelerator’s execution time, we run simulations with both
an ideal memory and a realistic memory hierarchy including L1, L2, and DRAM. The
compute time is the execution time with ideal memory; the delta of execution times be-
tween the two simulations is the memory time to get data into accelerators37.

Type Parameters Values
Core Blocking Factor [16, 32]

L1
L1 Bandwidth
(Bytes/Cycle)

[4::2::128]

L1 Size (KB) [4::2::32]
MSHR Entries [4::2::64]

L2
L2 Bandwidth
(Bytes/Cycle)

[4::2::128]

L2 Size (KB) [64::2::256]
L2 Assoc 16

Table 4.4: Single Accelerator Design Space, where i::j::k denotes a set of values from i to k by a
stepping factor of j.

Table 4.4 lists all of the parameters in the design space. In this section, we focus on
the bandwidth and size of L1. Figure 4.9 shows the execution time and power breakdown
of the GEMM benchmark when sweeping L1 size and bandwidth. On the left of Fig-
ure 4.9, we observe that memory time takes a significant portion of the execution time,
especially as L1 bandwidth increases. With the same L1 bandwidth, execution time de-
creases as the L1 size increases from 8 KB to 16 KB; this phenomenon occurs because
8 KB is not large enough to hold the blocked data size (a 32×32 matrix).

The plot on the right shows the power breakdown of the accelerator datapath, L1,
and L2. The accelerator datapath power increases with L1 bandwidth, because higher
bandwidth enables more parallel implementations. As L1 size increases, its power also
increases as accesses become more expensive. At the same time, L2 power decreases be-
cause more accesses are coalesced by the L1, lowering the L2 cache’s activity. In fact,
cache power consumes more than half of the total power, even for more parallel designs
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Figure 4.10: GEMM design space.

where datapath power is significant. Therefore, design efforts focusing on the accelerator
datapath alone do not alleviate memory power, which dominates the overall power cost.

4.5.2 Accelerator Design Space

Section 4.5.1 explored a subset of the design space for accelerators and memory sys-
tems. Here, we use Aladdin to explore the comprehensive design space with parameters
in Table 4.4. Figure 4.10 plots the power and execution time of the GEMM accelerator
designs resulting from the exhaustive sweep. The design space contains several over-
lapping clusters of similar designs. The arrows in Figure 4.10 identify correlations in
power/performance trends with respect to each parameter. For example, GEMM expe-
riences substantial performance benefits from a larger L1 cache, but with a significant
power penalty. In contrast, increasing L2 size only modestly increases both power and
performance.
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Figure 4.11: Design Space of GEMM without and with contention in L2 cache.

4.5.3 Resource-Sharing Effects in Heterogeneous SoC

In a heterogeneous system, shared resources, such as a last-level cache, can be accessed
by both general-purpose cores and accelerators. We consider the case of a heterogeneous
system consisting of a shared 256 KB L2 cache, one general-purpose core, and a GEMM
accelerator with a private 16 KB L1 cache. From an accelerator designer’s perspective,
an important algorithmic parameter is the blocking factor of GEMM; a larger blocking
factor exposes more algorithmic parallelism, however, achieving good locality requires a
larger cache.

Figure 4.11(left) shows the accelerator design space without memory contention from
the general purpose core. We modulate the algorithmic blocking factor and find that a
blocking factor of 16 is always better than 32 with respect to both power and perfor-
mance. This occurs because a 16 KB L1 cache is large enough to capture the locality of
the blocking factor 16 but not 32. Therefore, it is preferable to build the accelerator with
blocking factor 16 when there is no contention for shared resources.

To model resource contention between the general-purpose core and the accelerator,
we use Pin107 to profile an x86 memory trace and then use the trace to issue requests
that pollute the memory hierarchy while simultaneously running the accelerator. The
design space for the accelerator under contention is shown in Figure 4.11(right). We
see that performance degrades for both blocking factors of 16 and 32 due to pollution
in the L2 cache; however, blocking factor 32 suffers much less than blocking factor 16.
When there is contention, capacity misses increase for the shared L2 cache, which incurs
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large main memory latency penalties. With a larger blocking factor, the accelerator re-
quires fewer references to the matrices in total and, thus, fewer data requests from the
L2 cache. Consequently, the effects of resource contention suggest building an accelera-
tor with a larger blocking factor, where the accelerator performance can achieve around
0.5 million cycles. On the other hand, without considering the contention, designers may
pick a design with blocking factor 16, the highest performance of which is 1.5 million
cycles in the contention scenario. Such design choice leads to a 3× performance degrada-
tion. Aladdin can easily evaluate these types of system-wide accelerator design trade-offs,
a task that is not tractable with other current accelerator design tools.
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“You cannot see the forest for the trees.”

5
gem5-Aladdin: Accelerator-System

Co-Design

This chapter extends the work of the previous chapter and highlights that co-designing
of the accelerator microarchitecture with the system in which it belongs is critical to
balanced, efficient accelerator microarchitectures. We find that data movement and co-
herence management for accelerators are significant, yet often unaccounted, components
of total accelerator runtime, resulting in misleading performance predictions and inef-
ficient accelerator designs. To explore the design space of accelerator-system co-design,
this chapter introduces gem5-Aladdin, an SoC simulator that captures dynamic interac-
tions between accelerators and the SoC platform, and validates it to within 6.5% against
real hardware. The co-design studies show that the optimal energy-delay-product (EDP)
of an accelerator microarchitecture can improve by up to 7.4× when system-level effects
are considered compared to optimizing accelerators in isolation.

5.1 Introduction

Accelerators are often designed as standalone intellectual property (IP) blocks that com-
municate with the rest of the system using a Direct Memory Access (DMA) interface.
This modularity simplifies IP design and integration with the rest of the system, leaving
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tasks such as data movement and coherency management to software device drivers. As
a result, the costs of these overheads are hard to predict and accommodate at acceler-
ator design time. Our detailed characterization of accelerator behavior shows that the
combination of just these two effects can occupy over 40% of the total runtime. When it
comes to accelerator design, architects must take a holistic view of how they interact in
the overall system, rather than designing them in isolation.

Fundamentally, all systems should be designed in a way that balances the bandwidth
of the memory interface with the amount of compute throughput. An overly aggressive
design will have more computational units than the memory interface can supply, lead-
ing to wasted hardware and additional leakage power. We show that three major system-
level considerations that strongly affect balanced accelerator design are the local memory
system interface, cache coherency management, and behavior under shared resource con-
tention.

The typical local memory interface is DMA, a push-based system that requires soft-
ware to set up bulk transfers and manage coherency. An alternative is to embed a hardware-
managed cache with the accelerator design, leading to a fine-grained pull-based memory
system that loads data on-demand and transparently handles coherency state. Despite
these conveniences, caches are rarely used in accelerators due to hardware overheads
leading to power and area penalties. However, there has been growing interest from in-
dustry in providing coherent accelerator cache interfaces36,119,152. We investigate the
system-level considerations for both approaches to understand when each is preferable.

Such studies require a detailed simulation infrastructure for heterogeneous accelerator-
rich platforms such SoCs. There is a wide selection of CPU simulators32,39 and stan-
dalone accelerator simulators such as Aladdin145. However, existing SoC simulators are
unable to model dynamic interactions between accelerators and the memory system53.
In this paper, we describe gem5-Aladdin, which integrates the gem5 system simula-
tor with the Aladdin accelerator simulator to enable simulation of SoCs with complex
accelerator-system interactions. We validate gem5-Aladdin against the Xilinx Zynq plat-
form and achieve less than 6.5% error.

We demonstrate that co-designing accelerators with system-level considerations has
two major ramifications for accelerator microarchitectures that are not yet fully under-
stood in the literature. First, datapaths should be less aggressively parallel, producing
more balanced designs and improved energy efficiency compared to accelerators designed
in isolation. Second, the choice of local memory interfaces is highly dependent on the dy-
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Figure 5.1: Isolated and co-designed EDP optimal design points for stencil3d.

namic memory characteristics of the accelerated workload, the system architecture, and
the desired power/performance targets. We show that accelerator-system co-design can
improve energy-delay-product by up to 7.4× and on average by 2.2×.

5.2 Motivation and Background

We use the term “accelerator” to refer to an application-specific hardware block. Accel-
erators are comprised of multiple customized datapath lanes and customized local mem-
ories. Each lane is a chain of functional units controlled by finite state machines. When
the local memory is comprised of scratchpads, each scratchpad can be partitioned into
smaller arrays to increase memory bandwidth to the lanes. Such accelerators are repre-
sentative of recent academic proposals49,65,78,103,129,159,164 and commercial designs19,33,94.

5.2.1 Co-design: A Motivating Example

To demonstrate the differences between isolated vs. co-designed accelerators, we perform
a design sweep exploration for both scenarios on a 3D stencil kernel. We sweep compute
parallelism and scratchpad partitioning. Compute parallelism is described by the number
of datapath lanes. Figure 5.1 shows these two design spaces.
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We consider an accelerator designed in isolation to be one that focuses design op-
timization on the computation phase. This design space (blue circles) leans towards
more parallel, power-hungry designs, as exemplified by the isolated energy-delay-product
(EDP) optimal design point. But if we account for effects such as initial data movement,
the design space (green triangles) shifts dramatically towards the lower right, preferring
less parallel designs at lower power. If we take the isolated EDP optimal design and then
apply these system effects, we find that it is quite different from the co-designed EDP
optimal point. Unaccounted data movement becomes a significant part of total runtime,
making aggressively parallel datapaths unnecessary.

5.2.2 Typical CPU-Accelerator Communication

The existence of the difference between the two design spaces is due to how CPUs and
accelerators traditionally communicate data. In this typical flow, DMA is the transfer
mechanism, but typical DMA implementations can only access main memory or LLC,
so the CPU first flushes all input data from private caches and invalidates the region
used to store return data168. Then it programs a DMA transaction into the DMA engine
and initiates the transfer. The accelerator begins execution after receiving all the data
and streams its output data via DMA back to main memory when it is done. The CPU,
having invalidated that memory region from its caches, can now access the return data
correctly.

For many benchmarks, this flow works well. DMA is efficient at copying large blocks
of data, and accelerators whose compute-to-memory ratios are large are well served by
DMA. However, for other workloads with more irregular memory access patterns, this
flow can impose severe overheads, because the accelerator must wait to receive all the
data before it can begin computation. As an example, Figure 5.2a shows the execution
timeline for a 16-lane implementation of an md-knn accelerator (a k-nearest-neighbor
molecular dynamics), running on a Xilinx Zynq platform. As shown, the accelerator’s
computation consumes only about 25% of the total cycles, with the rest of the time
spent preparing and moving data. We expand this study in simulation for all the Mach-
Suite benchmarks and find that about half of them are compute-bound and the other
half are data-movement-bound, as shown in Figure 5.2b.

Clearly, DMA is not an optimal solution for some workloads. One alternative, as men-
tioned earlier, is to replace push-based DMA with pull-based hardware-managed caches.
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Figure 5.2: Data movement overheads on MachSuite.

In recent years, the scope of workloads that we desire to accelerate has widened from
dense computational kernels to more irregular applications which could benefit from
a less rigid memory system. Although caches have seldom been used for accelerators,
the increased workload diversity motivates a more comprehensive study of new CPU-
accelerator communication strategies.

5.3 Modeling infrastructure

Figure 5.3 shows an example of an SoC, including general-purpose cores, memory con-
trollers, a DMA engine, and different types of fixed-function accelerators, all of which are
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Figure 5.3: An example SoC that can be modeled using gem5-Aladdin. The table shows the set
of design parameters that we swept and their values; this is just a small subset of what can be

changed.

connected through the system bus. To understand how system-level effects impact the
behavior of accelerators, we need simulation infrastructures that can model these hetero-
geneous systems. In this work, we integrate Aladdin with the gem5 system simulator32,
a widely-used system simulator with configurable CPUs and memory systems.

gem5-Aladdin models interactions between accelerators and CPUs, DMA, hardware-
managed caches, and virtual memory. All of these features have implications on how the
accelerator behaves and in the following sections, we describe how each is modeled.

5.3.1 Overview

We run gem5-Aladdin in syscall emulation mode, where it emulates system calls by pass-
ing it to the host operating system instead of simulating an operation system, because it
is sufficient to capture the effects of our system-level considerations on performance and
power. Full-system simulation would enable us to model operating system effects, but
most are beyond the scope of this study. Some interactions with the operating system,
such as device driver to hardware interactions, are important to our studies. These are
characterized through real hardware measurements and analytically included in our mod-
els. Finally, syscall emulation is much faster than full system simulation, easing rapid
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design space exploration.

5.3.2 Accelerator Modeling

The Aladdin accelerator simulator145 takes a first step towards modeling the power,
performance, and cycle-level activity of standalone, fixed-function accelerators without
needing to generate RTL. Aladdin is a trace-based accelerator simulator that profiles
the dynamic execution of a program and constructs a dynamic data dependence graph
(DDDG) as a dataflow representation of an accelerator. The vertices in the DDDG are
LLVM IR instructions, and the edges represent true dependences between operations.
Aladdin then applies common accelerator design optimizations and schedules the graph
for execution through a breadth-first traversal, while accounting for user-defined hard-
ware constraints. Aladdin was validated to be within 7% accuracy compared to stan-
dalone, RTL accelerator designs.

However, Aladdin only focuses on the standalone datapath and local memories. It as-
sumes that all data has been pre-loaded into the local scratchpads. This skips the mod-
eling of any interactions between accelerators and the rest of the system in which they
belong.

5.3.3 DMA Engine

DMA is a software managed mechanism for transferring bulk data without CPU inter-
vention. To set up a transaction, the programmer constructs a DMA transfer descriptor
that contains the source and destination memory addresses along with the size of the
transfer. Multiple descriptors can be constructed and connected through a linked list.
When all descriptors are ready, the programmer initiates the transfer by writing the
address of the head of the descriptor linked list into a hardware DMA engine’s control
register. The DMA engine then fetches and services these descriptors one by one. Mean-
while, the CPU is free to perform other work.

In gem5-Aladdin, accelerators can invoke the DMA engine already present in gem5.
To do so, a programmer inserts calls to special dmaLoad and dmaStore inside the accel-
erated function with the appropriate source, destination, and size arguments. When the
function is traced by Aladdin, Aladdin will identify these calls as DMA operations and
issue the request to the gem5 DMA engine. As part of the DMA engine, we include an
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analytical model to account for cache flush and invalidation latency, using the measured
numbers mentioned in Section 5.4.2.

5.3.4 Caches and Virtual Memory

For the accelerator caches, we use gem5’s classic cache model along with a basic MOESI
cache coherence protocol. When Aladdin sees a memory access that is mapped to a
cache, it sends a request through a cache port to its local cache. Aladdin will receive
a callback from the cache hierarchy when the request is completed. To support virtual
memory, we implement a special Aladdin TLB model. We don’t use gem5’s existing
TLB models for two reasons. First, the existing TLB models are tied to particular ISAs,
which do not pertain to accelerators. Second, as a trace-driven simulator, the trace ad-
dress that Aladdin originally uses does not directly map to the simulated address space
that CPU is accessing. To maintain correct memory access behavior, our custom TLB
model translates the trace address to a simulated virtual memory address and then to a
simulated physical address. TLB misses and page table walks are modeled with a pre-
characterized miss penalty.

5.3.5 CPU-Accelerator Interface

On the CPU, a simulated user program can invoke an attached accelerator through the
ioctl system call, a system call widely used in practice for arbitrary communication
with devices. In the ioctl emulation code, we assign a special file descriptor value for
Aladdin and use command numbers to refer to individual accelerators. When the ac-
celerator finishes, it writes to a shared pointer between the CPU and the accelerator.
The CPU will see the update due to cache coherence. After invoking the accelerator, the
CPU can either spin wait for the status to update or continue to do other work, periodi-
cally checking the status variable to see if the accelerator is completed.

5.3.6 Performance Validation

We validated gem5-Aladdin’s performance models using the Zynq Zedboard for a subset
of the MachSuite benchmark suite. For each benchmark, we implement the AXI4-Stream
interface to transfer data via Xilinx’s DMA IP blocks. Accelerator RTL is generated us-
ing Vivado HLS 2015.1. To maintain a consistent view of the model, we use HLS without

95



ae
s-
ae

s

fft
-tr

an
sp

os
e

ge
m

m
-n

cu
be

d

m
d-

kn
n

nw
-n

w

sp
m

v-
cr

s

st
en

ci
l-s

te
nc

il2
d

st
en

ci
l-s

te
nc

il3
d

Ave
ra

ge
0

5

10

15

20

E
rr

o
r 

(%
)

Flush + Invalidate DMA Accel

Figure 5.4: Error between Zedboard and gem5-Aladdin cycles.

specifying any additional design optimizations, so Vivado HLS generates a default design
whose parameters we then match in Aladdin.

The complete system (including the DMA engine, accelerators, crossbars, etc.) is im-
plemented in in Vivado Design Suite 2015.1. Software running on the CPU first initial-
izes all devices in the system and generates the accelerator input data. Then it performs
the necessary cache flushes and invalidates and starts the DMA transfer. The accelerator
automatically begins computation when the DMA transfer is complete.

To measure performance, we instrument this code using cycle counters on the A9
CPUs. Because we cannot directly measure the DMA transfer time, we include logic an-
alyzers in the synthesized system to capture waveforms using Xilinx tools during live
execution. Most benchmarks were implemented on a 10ns clock; a few used slower clocks
for timing reasons.

The results of our validation are shown in Figure 5.4. Our DMA performance model
achieves 6% average error across this suite of benchmarks, while Aladdin achieves 7% av-
erage error, and the flush and invalidation analytical model achieve less than 5% average
error. These results demonstrate the ability of gem5-Aladdin to model a wide range of
accelerator workloads accurately for both the accelerated kernels and important system-
level considerations.
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Validation omissions

Our validation focuses on the features required by our DMA techniques: cache flushes
and invalidates, DMA transfer time, and accelerator runtime. In general, we validated
as much of the new additions as we could. Below are the components this work does not
validate and our reasons for omitting them.

• CPU performance models: Existing work by Gutierrez et al. has already produced
an accurate gem5 CPU model for the ARM A9 core77, and gem5-Aladdin uses
that validated model.

• Power model: All power results represent only the accelerator power. We do not
account for CPU power in any of our results. We use the same validated Aladdin’s
power models with TSMC 40nm technology.

• Cache: To the best of our knowledge, there is no existing IP block available on
Zynq such that we could implement a cache controller on the programmable fabric.
Furthermore, we never modified the cache model of gem5.

5.4 Memory System Opportunities

In this section, we will discuss the primary design considerations when deciding whether
to use a DMA- or cache-based memory system for an accelerator. Because baseline DMA
leaves much room for improvement, we will also apply two optimizations to DMA. We
will then describe design considerations specific to cache-based accelerators. Finally, we
will evaluate the performance of both memory systems for a set of representative bench-
marks.

5.4.1 Primary design considerations

First, we compare and contrast DMA and caches across the three system-level consid-
erations mentioned earlier: push vs. pull, data movement granularity, management of
coherency, and behavior under shared resource contention.

Push vs. Pull: DMA is designed for efficient bulk data transfer where the data re-
quirements of the program are well known a priori. This works well for streaming ap-
plications and applications with high compute-to-memory ratios. However, applications
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with more irregular memory access patterns, such as indirect memory accesses, can suffer
without an on-demand memory system such as a cache. In addition, because caches have
the feature of automatic cache line replacement, a cache can often afford to be smaller
than a scratchpad that must hold all the data.

Data Movement Granularity: Because DMA is software controlled, the overheads
of setting up a transaction are usually amortized over a large bulk transfer. In contrast,
caches pull in data at cache line granularity, enabling fine-grained overlap between com-
pute and data movement. Although fine-grained DMA is possible, each new transactions
adds additional overheads. On the other hand, caches must perform tag comparisons, re-
placements, and typically address translations, which make them inefficient for bulk data
movement.

Cache Coherence Management: DMA engines typically can only access main
memory or the last level cache. Therefore, the programmer must conservatively flush any
data the accelerator may read out of private caches. Figure 5.2b shows that on average,
accelerators employing traditional DMA spend 20% of their total cycles on cache flushes.
The flush is typically performed by software because DMA engines rarely participate in
coherency (although there have been exceptions, such as the IBM Cell92). In contrast,
hardware-managed caches handle all of this complexity transparently at the cost of addi-
tional hardware.

Shared Resource Contention: In a real scenario where resources such as the main
system interconnect and main memory are shared across multiple agents, invariably
a DMA operation or cache fill will stall to allow another process to make progress. A
coarse-grained mechanism such as DMA will be affected much more by shared resource
contention because the accelerator usually waits for the entire transfer to complete. In
comparison, fine-grained memory accesses such as cache fills are less likely to contend
due to their smaller size, and hit-under-miss allows other independent operations to pro-
ceed even while an earlier cache load or store missed.

5.4.2 DMA Optimizations

In this section, we improve the baseline DMA method by overlapping various stages of
the process. We examine two DMA latency optimizations, pipelined DMA and DMA-
triggered computation, which are graphically depicted in Figure 5.5.
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Figure 5.5: A demonstration of the DMA latency reduction techniques, using reduction as an
example workload.

Pipelined DMA

Pipelined DMA reduces latency by dividing the flush and DMA operations into page
sized blocks and overlapping the DMA of block b with the flush of block b+1. We choose
page size granularity to optimize for DRAM row buffer hits. In the best case, we can
hide all but 4KB of the flush latency. Note that the correctness of this optimization is
ensured by never starting a DMA block before its flush has completed.

Cache line flush latency varies across ISAs and implementations. For example, we
characterized the flush throughput on the Zedboard’s Cortex A9 CPU to be one cache
line per 56 cycles at 667MHz. To achieve optimal pipelining and avoid bubbles, we want
to match the flush and DMA latencies of a 4KB transaction. On the Zedboard, this is
achieved with an accelerator clock frequency of 100MHz, which is why we use this fre-
quency for the rest of our experiments.

Breaking up a large flush and DMA operation introduces additional overheads. The
DMA engine must fetch new metadata from main memory for every block, andonly the
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CPU must synchronize flushes with dependent DMA operations. For this, we add a fixed
40 cycle delay to every DMA transaction, also based on characterization. At 100MHz,
this accounts for metadata reads (4 cycles), the one-way latency of initiating DMA from
the CPU (17 cycles), and additional CPU cycles spent on housekeeping actions.

DMA-Triggered Computation

Even with pipelined DMA, the accelerator still must wait for the entire DMA transac-
tion to finish before it can start. To overcome this, we augment our accelerators with
full/empty-bits, which are often used in producer-consumer situations to indicate that
data is ready109. In our designs, we track data at cache line granularity to be consistent
with the preceding flush operations (which operate on cache lines). Full/empty bits are
stored in a separate SRAM structure and indexed by a slice of the load address. With
full/empty bits, the accelerator immediately begins computation without waiting for
DMA to complete until it reaches a load. A load accesses both the full/empty bit arrays
and the data arrays in parallel and returns the data if the full/empty bit is 1. If not, the
control logic stalls the datapath until the DMA engine eventually fills that data and sets
the full/empty bit. Note that double-buffering could be implemented in this scheme by
tracking the granularity of data transfer at half the array size instead of cache line size,
without any manual intervention. If an accelerator has multiple datapath lanes, other
lanes are free to proceed even while some are blocked.

5.4.3 DMA Evaluation

To quantify the performance improvements from each of the techniques described, we
start from the baseline design and cumulatively apply our DMA optimizations. From ex-
ecution traces, we break down the runtime into four parts based on how cycles are spent:
flush-only time, DMA/flush time, compute/DMA time, and compute-only time. Flush-
only and compute-only are self-explanatory; compute/DMA time includes all cycles when
compute and DMA are overlapped, while DMA/flush includes all cycles when DMA and
flush but not compute are running.

Increasing the parallelism of accelerator datapaths through additional datapath lanes
and memory partitioning is a widely used and effective way to achieve higher perfor-
mance at the cost of greater area and power. However, the presence of memory move-
ment imposes an upper bound on achieveable speedup, and our DMA optimizations will
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(b) Effect of parallelism on performance gains.

Figure 5.6: Cumulatively applying each technique reduces the additional cycles spent on DMA,
with some benchmarks seeing more benefit than others. After applying all techniques, increasing

parallelism through loop unrolling reduces compute cycles until near-complete overlap is
achieved, causing performance to saturate.
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affect realized speedup as well. To understand how parallel an accelerator must be in or-
der to approach this upper bound, we take all the optimizations, sweep the parallelism of
the accelerator datapath, and analyze the speedups realized.

Performance gains from DMA optimizations

The performance improvements from each optimization are shown in 5.6a. For brevity,
we present only a subset of benchmarks whose DMA times spans the range shown in
Figure 5.2b. We fix the parallelism of all accelerators to four datapath lanes.

We immediately observe that in the baseline design, flush-only time is a significant
fraction of the total execution time. Pipelined DMA is thus shown to be effective, almost
completely eliminating flush-only time for all the benchmarks shown. This is because the
benefits of pipelined DMA are dependent only on the amount of data transferred and not
on the memory characteristics of the application.

DMA-triggered computation is able to improve performance even more, but its effec-
tiveness clearly varies across workloads. It is most effective when a benchmark exhibits
some level of streaming behavior. For example, stencil2d uses a 3x3 kernel and thus
requires only the first three rows of the input matrix to arrive before it can start compu-
tation, so ready bits recover a significant amount of performance. A similar logic applies
to md-knn – in fact, ready bits are so effective here that with just four datapath lanes,
we achieve 99% compute/DMA overlap. This is in contrast to fft-transpose, where
each unit of work requires eight loads strided across the entire input arrays. This is not a
streaming memory access pattern and so DMA-triggered compute is ineffective.

Impact of parallelism on DMA optimizations

The results of sweeping accelerator parallelism, while applying all the DMA optimiza-
tions, is shown in Figure 5.6b. This figure demonstrates two points.

First, with enough parallelism, on several workloads, the entire computation can be
overlapped with DMA. This means that without reducing flush or DMA time, no more
speedup is achievable. Benchmarks without this property either have little data to trans-
fer to begin with (aes) or are so serial that they don’t benefit from data parallelism in
the first place (nw).

Second, increased parallelism has no effect on the amount of compute-DMA overlap.
This is due to the serial data arrival effect: no matter how parallel a datapath is, DMA
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will always copy data sequentially starting with the first byte, and until that critical first
byte of data arrives, no compute can start. As our DMA engine already fully utilizes the
available bus bandwidth, this data cannot arrive any faster, and therefore compute also
cannot be overlapped any more.

In conclusion, these sweeps show that memory movement, not compute, has become
a significant bottleneck, and accelerating computation only will quickly bring diminish-
ing returns. In fact, Figure 5.6b shows that for many benchmarks, we can achieve the
upper bound performance with relatively few datapath lanes! As a result, to continue
to get better performance, we must somehow further overlap computation with data by
overcoming the serial data arrival effect, motivating the study of fine-grained, on-demand
memory systems.

5.4.4 Cache-Based Accelerators

In a cache-based accelerator, one of the most important questions is how to handle vari-
able latency memory accesses in a statically scheduled datapath. The simplest way is
to stall the entire datapath until the miss resolves, but this significantly hurts perfor-
mance. Techniques such as multithreaded accelerators have been proposed in the CAD
community to hide cache miss latency114,85, but these require additional resources to
store thread contexts.

We choose a simpler cache miss handling scheme. Accelerators are typically designed
with multiple parallel lanes, When a cache miss happens in one of the lanes, only that
lane is stalled until the miss resolves. Other lanes are free to continue. We include MSHRs
to enable hit-under-miss and multiple outstanding misses. Any lane with a dependence
on a result from a blocked lane is also blocked via control logic mechanisms. This scheme
lets independent computation proceed while waiting for the missed data to be returned
without requiring storage for thread contexts. When lanes are finished executing, they
must wait and synchronize with all other lanes before the next iteration can begin.

Another important design choice is what data is cached. In our experiments, only data
that must be eventually shared with the rest of the system is sent through the cache,
and local scratchpads are used for private intermediate data. For example, nw uses an
internal score matrix to align DNA sequences. This matrix is kept in local scratchpads.

103



ae
s-a

es

nw-n
w

gem
m

-n
cu

bed

fft
-tr

an
sp

os
e

st
en

cil
-st

en
cil

2d

st
en

cil
-st

en
cil

3d

m
d-k

nn

sp
m

v-
cr

s
0.0

0.2

0.4

0.6

0.8

1.0

N
o
rm

a
liz

e
d
 E

x
e
cu

ti
o
n
 T

im
e

512B 2 KB 32 KB 8 KB 8 KB 64 KB 16 KB 16 KB

Lanes: 1

2

4

8

16

32

Bandwidth

Latency

Processing

Figure 5.7: Effect of datapath parallelism on cache-based accelerator performance.

5.4.5 Cache Evaluation

Next we analyze the impact of datapath parallelism on cache-based accelerator perfor-
mance. We decompose total execution time into processing time, latency time, and mem-
ory bandwidth time, using a similar technique as Burger et al.37. Each component is the
additional execution time after applying a realistic constraint to a memory system pa-
rameter. To briefly summarize:

1. Processing time: assume memory accesses are single-cycle and always hit.

2. Latency time: allow memory accesses to miss in the cache, but the system bus has
unlimited bandwidth to service cache fills.

3. Bandwidth time: constrain the system bus width to 32 bits, thus limiting the rate
at which cache fill requests can be serviced.

Impact of Datapath Parallelism

Figure 5.7 shows how the performance of cache-based accelerators scales with datap-
ath parallelism. In this set of experiments, we first sweep cache sizes to find the smallest
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cache at which performance saturates for each benchmark. This is labeled at the top of
each group of bars. The datapath parallelism sweep is performed with this cache size per
benchmark.

Naturally, we observe that processing time decreases with increased parallelism, as
expected. However, parallelism also improves latency time, which is in contrast to the
DMA experiments where parallelism did not affect flush or DMA time. This is because
caches are a fine-grained pull-based memory system, and increased datapath parallelism
also increases memory-level parallelism (more memory accesses per cycle). Furthermore,
the fine granularity more effectively masks cache miss latency with computation, thereby
decreasing latency time.

On the other hand, more parallelism does not improve bandwidth time due to in-
creased memory bandwidth pressure. In fact, bandwidth time becomes a larger fraction
of total execution time as we go to increasingly parallel designs. For example, the perfor-
mance of spmv-crs and md-knn is eventually bottlenecked by bandwidth, even though
the increased memory level parallelism improves both processing and latency time. Ac-
celerators that are designed without consideration of the available memory bandwidth
in the SoC are likely to be over-designed, provisioning more functional units than can be
fed with data by the system.

5.5 Accelerator Design Choices

Thus far, we have discussed in detail how the performance of accelerated workloads
changes when connected to two different memory systems, scratchpad with DMA and
hardware-managed caches. However, it has been unclear when to select one over the
other. Performance is not the only goal as well; accelerator designers especially must
balance performance targets against power and energy constraints. It is also unclear how
differently one must think about designing accelerators when system-level effects such as
data movement and its mechanisms are considered. In this section, we shed light on the
DMA vs. cache question as well as illustrate that without consideration for data move-
ment, accelerator designers are highly to overprovision and underutilize their accelera-
tors.
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Figure 5.8: Power-performance Pareto curves for DMA- and cache-based accelerators. EDP
optimal design points are shown as stars. Benchmarks are ordered left-to-right, top-down by

preference for a DMA-based vs. a cache-based memory system.

5.5.1 DMA vs. Caches

One of the earliest decisions a designer needs to make is decide whether private scratch-
pads with DMA or hardware-managed caches is a better fit for the application at hand.
In this experiment, we performed a comprehensive design space sweep for all the param-
eters listed in Figure 5.3 for all of the MachSuite benchmarks. We show the resulting
Pareto optimal design curves, distinguished by memory system type, in Figure 5.8. For
brevity, we show only eight benchmarks that span the range of design space character-
istics observed. The energy-delay-product (EDP) optimal design point for each memory
system is labeled with a star of the corresponding color. All DMA design points apply all
the optimizations discussed in Section 5.4.2.

This experiment shows that some benchmarks umambiguously prefer scratchpads with
DMA (on the left), some clearly are better with caches (on the right), and several work
equally well with either (in the middle). We will briefly discuss each benchmark’s behav-
ior in turn.

106



aes-aes and nw-nw These two benchmarks always both perform better and use less
power with DMA than with caches. They have have regular access patterns, and impor-
tantly, they require only a small amount of data before computation can be triggered.
In contrast, a cache-based memory system will first experience a TLB miss followed by
cache misses, causing significant performance slowdown.

gemm-ncubed This benchmark, unlike the previous two shows the cache design match-
ing its DMA counterpart in performance. However, due to the various overheads of caches
(tag lookups, TLB lookups, etc.), more power must be expended to reach this perfor-
mance.

stencil-stencil2d Although DMA can always outperform the cache system on this
benchmark, a cache-based design achieves comparable performance with lower power,
because the cache system captures enough locality to use a smaller cache, whereas the
scratchpad design must fit the entire data set into local memory.

stencil-stencil3d The 3D stencil kernel distinguishes itself from its 2D counterpart
because the cache system can outperform the optimized DMA system at the cost of ad-
ditional power. This is because the kernel’s three-dimensional memory access pattern
creates nonuniform stride lengths, which are gracefully handled by the on-demand nature
of a cache. In contrast, even the most optimized DMA design spends half of its execution
time waiting for DMA and flush operations. The cost of this performance is 2× to 3×
increased power.

md-knn md-knn is a compute intensive application. In this benchmark, there are 12 FP
multiplies per atom-to-atom interaction, so the power consumption of this benchmark is
dominated by functional units rather than memory. Also, the optimized DMA system is
able to fully overlap compute with data movement because full/empty bits are effective
in this benchmark. Figure 5.8 shows that the Pareto curves for cache and DMA designs
largely overlap, demonstrating that either memory system can be an acceptable choice.

spmv-crs On this benchmark, a cache system is able to outperform a DMA system
with lower power as well. This is due to the indirect memory accesses inherent to sparse
matrix multiply algorithms, where the first set of loads provide the memory addresses

107



for the next set that actually returns the data. Full/empty bits may not be effective on
this benchmark if the data pointed to by a matrix index has not yet arrived, since DMA
sends data sequentially, but a cache can fetch arbitrary memory locations. Caches thus
eliminate most of the idling time, leading to better performance. Lower power on caches
is achieved by being able to use a smaller cache than the scratchpads.

fft-transpose fft-transpose also performs better with caches than with DMA but
for slightly different reasons. There are no indirect memory accesses in this benchmark.
Instead, the parallel implementation of this benchmark possesses a stride length of 512
bytes, meaning that each loop iteration (aka datapath lane) reads only eight bytes per
512 bytes of data. As a result, even with full/empty bits, a DMA system must supply
nearly all of the data before the computation can begin, whereas this is not a problem
for the cache system. Again, lower power is achieved by a smaller cache than scratch-
pads.

5.5.2 Design Decision Comparison

In addition to deciding the type of memory system to use, accelerator designers must
also select several local parameters, such as the datapath parallelism and local memory
size and bandwidth. These parameters are central to performance and energy efficiency,
and in this section, we show that when system-level effects are considered, these parame-
ters can change considerably compared to when an accelerator is designed in isolation.

We consider the following design scenarios to illustrate the optimal designs of accelera-
tors are affected by system-level effects:

1. Baseline: design accelerators in isolation.

2. Co-designed DMA: use DMA to transport data over a 32-bit system bus.

3. Co-designed cache: use a hardware-managed cache for the accelerator’s local mem-
ory.

4. Co-designed cache with 64-bit bus: Same as above, but we double the width of the
system bus.

We focus our comparisons on three accelerator microarchitectural parameters: datap-
ath lanes, local SRAM size, and local memory bandwidth to datapath lanes. As before,
we select the EDP optimal points from each design scenario for comparison.
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Figure 5.9: Comparison of accelerator microarchitectural parameters across four design
scenarios. The vertices of the kiviat plots represent the number of datapath lanes, SRAM sizes,

and local memory bandwidth, normalized to the maximum across the four scenarios for each
benchmark.

Figure 5.9 shows the differences in these three dimensions in the aforementioned sce-
narios for each benchmark. Each set of four triangles represents the optimal designs of
an accelerator for a benchmark under the four scenarios. For visual clarity, only the first
and last groups include scenario legends. For each benchmark, we normalize each axis to
the maximum value across all scenarios, indicated in parentheses. The following subsec-
tions discuss the differences in designs.

Isolated vs Co-Designed Microarchitecture

It is immediately apparent that accelerators designed in isolation overprovision accelera-
tor resources. As Figure 5.9 shows, isolated designs tend to pick the largest design values
across all four scenarios. In isolation, this makes sense, but when system-level consider-
ations are accounted for, we find a more balanced design that provisions fewer computa-
tional resources.

This overdesign is most pronounced in local memory bandwidth and SRAM size for
cache-based designs. Isolated designs attempt to parallalize computation as much as
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Figure 5.10: Energy delay product improvement of co-designed accelerators in different
scenarios compared to the isolated designs. The design parameters of each optimal design points

are illustrated in Figure 5.9.

possible, requiring high internal memory bandwidth, but in a more realistic environ-
ment, the need to move data from system to accelerator imposes a upper bound on per-
formance that makes internal memory-level parallelism less critical. For example, on
spmv-crs and md-knn, both DMA- and cache-based designs require much lower local
memory bandwidth than the isolated design. In addition, because caches have the fea-
ture of automatic data replacement, they can be sized smaller than scratchpads which
must hold all the data, resulting in energy improvements.

In general, caches tend to prefer more parallel datapaths than DMA, as shown in
md-knn and fft-transpose, since their fine-grained nature allows more parallel memory
accesses. In fact, gemm-ncubed an example where a co-designed cache-based accelerator
is more parallel than both the isolated design and a DMA-based one.

Impact of System Bus Bandwidth

As a proxy for system contention in loaded system, we vary system bus width to mod-
ulate the bus bandwidth available to accelerators. If we compare accelerators designed
with a 64-bit bus to those designed with a 32-bit bus (bottom two triangles in Figure 5.9),
we see that accelerators designed with lower bus bandwidth tend to be both less datap-
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ath parallel (md-knn, spmv-crs) and provision less local memory bandwidth (nw, stencil2d,
and spmv-crs). These effects happen for the same reasons co-designed accelerators are
leaner than isolated accelerators.

EDP Improvement

Figure 5.10 shows the improvements in EDP when accelerators are co-designed, com-
pared to how an accelerator designed in isolation would behave under a more realistic
system. This is the same analysis as Figure 5.1, but applied to more benchmarks and
three different design scenarios. Overall, average EDP improves by 1.2×, 2.2×, and 2.0×
for accelerators with DMA, caches with 32-bit system bus, and caches with a 64-bit bus,
respectively.

The EDP improvements for co-designed cache-based accelerators is higher than that
for DMA-based accelerators because an overly aggressive design for a cache results in
large, highly multiported cache, and this is much more expensive to implement than a
partitioned scratchpad. Furthermore, we see that the improvements are greater when we
co-design with a 32-bit bus compared to a 64-bit bus. In other words, co-design is even
more important for contended systems than uncontended systems.

5.6 Related Work

There has been much prior work on integrating private local memories of accelerators
with CPUs and the rest of the system. We have discussed accelerator-system codesign,
caches, coherency, and virtual memory for accelerators, DMA optimizations, simulation
frameworks and prototyping platforms, and we will discuss how this work relates to and
differs from past work.

The explosion of interest in hardware accelerators has spurred a great deal of creativ-
ity in designing efficient circuits for specific workloads. However, a lot of this work fo-
cuses on how to optimize the computation performed, ignoring how the data the compu-
tation requires will arrive.

We observe that there are two classes of accelerated workloads for which optimiza-
tion of data movement from global memory to local memory is absolutely critical: big
data applications and near-data processing applications. Accelerators for memcached103,
database partitioning164, and those built with near-data CGRAs67 all contain specialized

111



interfaces codesigned with the system bus interface for efficient communicate with the
rest of the system, or are tightly coupled accelerators that rely on the existing general
purpose core for data, e.g., Convolution Engine129.

Caches, coherency, and virtual memory have been well studied in the GPU litera-
ture79,21,125,127,124. Only recently has there been movement in this field for more fixed
function, less programmable accelerators, such as IBM’s Coherent Accelerator Processor
Interface152, AXI Accelerator Coherency Port119, and the Intel HARP platform36. There
has also been some work on specialized coherence protocols for accelerators, such as Fu-
sion96, and hybrid memory models for heterogeneous platforms89. With access to global
memory spaces, protecting the SoC and accelerators from unsafe memory accesses has
also been investigated121. The IBM Cell BE architecture featured a hardware coherent
DMA engine, which addresses some of the issues we have raised42.

Finally, others have integrated accelerator models with gem5, such as gem5-gpu126

and PARADE53. PARADE is similar to gem5-Aladdin in that it enables simulation of
accelerated workloads with an SoC framework. However, it only models the traditional
DMA-based accelerators where all data must be copied to local scratchpads before com-
pute begins. In contrast, gem5-Aladdin is able to model a cache-based accelerator with
variable latency memory accesses as well as various optimizations on DMA to reduce idle
time. The DMA engine must fetch new metadata from main memory for every block,
and
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“If your plan is for one year, plant grain. If your
plan is for ten years, plant trees. If your plan is
for one hundred years, educate children.”

Guan Zhong, Spring and Autumn Period.

6
Conclusions and Future Directions

Specialized architectures have been a growing topic in both academic research and com-
mercial development for the past decade. As traditional technology scaling slows, spe-
cialization becomes a viable solution for computer architects to continue performance
growth and energy efficiency improvements without relying on technological advances.

This dissertation is one of the first efforts in the computer architecture community to
abstract the traditional, RTL-based design methodology into the architectural level. We
address three key issues that arise in design and modeling for specialized architectures.
First, we developed an ISA-independent workload characterization methodology to char-
acterize workload intrinsic characteristics, without the artifacts from micro-architecture
and ISA features. Second, the lack of simulation infrastructures in accelerator design
motivated us to the development of Aladdin, a pre-RTL, power, performance, and area
simulator for accelerators. We rigorously validated Aladdin against RTL implementa-
tions and showed that Aladdin can accurately model accelerator power, performance and
area compared to accelerator designs generated by traditional RTL flows. In addition,
Aladdin provides these estimates over 100× faster. Third, we integrated Aladdin with
the gem5 system simulator so that the integrated framework is able to capture dynamic
interactions between accelerators and the SoC platform, enabling new architectural re-
search directions in future heterogeneous systems.

Today’s mobile SoCs provide a starting point for thinking about future architectures,
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but many challenges must be addressed to make specialization more pervasive and cost-
effective. New architectures, design tools, and programming paradigms will be required
to make this approach pervasive. The approaches described in this dissertation demon-
strate some initial steps towards design and modeling specialized architecture at the ar-
chitectural level. A number of challenges remain to be addressed in future work. Here we
highlight three major challenges in the field of specialized architectures as our commu-
nity moves forward:

1. Flexibility. Specialized accelerators, especially fixed-function accelerators, are de-
signed only for specific applications or domains of applications. How should we
choose a combination of different accelerable kernels to achieve a good balance
between application coverage and energy efficiency? Composing accelerators and
general-purpose cores can address this issue if we can understand the common ker-
nels across a group of applications and identify efficient communication channels to
chain these kernels so that they can work together to achieve greater functionality.

2. Design Cost. The increasing volume and diversity of accelerators in every gener-
ation of processors requires rolling out new designs quickly with relatively low
design cost. RTL-based implementations through standard flows are inherently
tedious and time-consuming. High-level synthesis tools have shown promise to
speedup the design process. However, existing tools still face challenges to gen-
erate high-quality designs within reasonable time. How can we rapidly create and
validate new accelerators with good quality of design? To achieve this, we must de-
velop new program representations, compilation heuristics, and algorithms that
can aid high-level synthesis tools to quickly generate high-quality designs. Domain-
specific high-level synthesis approaches also are a promising direction.

3. Programmability. Programming modern high-performance SoC is similar to the
state of GPGPU programming before the introduction of language extensions
such as CUDA and OpenCL. Prior to the introduction of those languages, lever-
aging GPUs for general-purpose computing was possible only for experienced high-
performance computing or game programmers. Similarly, the sophisticated fea-
tures of today’s SoCs are encapsulated in high-level library interfaces written by
embedded-system programmers with detailed knowledge of the underlying SoC ar-
chitecture. However, each generation of SoC requires a new software engineering
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effort due to the development of new accelerators, local and shared memories, and
communication interfaces. As we build more accelerators in future SoCs, we need
to answer what kinds of programming interfaces can we give to programmers and
what architectural improvements can make programming easier. Therefore, there
needs to be a conjoined effort at both the hardware and software layers to identify
what information should be communicated across layers and how we can design
hardware better to improve its programmability.
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