Multi-task Low-rank Affinity Pursuit for Image Segmentation
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Abstract

This paper investigates how to boost region-based im-
age segmentation by pursuing a new solution to fuse multi-
ple types of image features. A collaborative image segmen-
tation framework, called multi-task low-rank affinity pur-
suit, is presented for such a purpose. Given an image de-
scribed with multiple types of features, we aim at inferring
a unified affinity matrix that implicitly encodes the segmen-
tation of the image. This is achieved by seeking the sparsity-
consistent low-rank affinities from the joint decompositions
of multiple feature matrices into pairs of sparse and low-
rank matrices, the latter of which is expressed as the pro-
duction of the image feature matrix and its corresponding
image affinity matrix. The inference process is formulated
as a constrained nuclear norm and {3 1-norm minimization
problem, which is convex and can be solved efficiently with
the Augmented Lagrange Multiplier method. Compared to
previous methods, which are usually based on a single type
of features, the proposed method seamlessly integrates mul-
tiple types of features to jointly produce the affinity matrix
within a single inference step, and produces more accu-
rate and reliable segmentation results. Experiments on the
MSRC dataset and Berkeley segmentation dataset well val-
idate the superiority of using multiple features over single
feature and also the superiority of our method over conven-
tional methods for feature fusion. Moreover, our method
is shown to be very competitive while comparing to other
state-of-the-art methods.

1. Introduction

The task of image segmentation [30] is widely accepted
as a crucial function for high-level image understanding. As
pointed out by [14, 25, 31], a successful image segmenta-
tion algorithm can significantly reduce the complexity of
object segmentation and recognition, which form the core
of high-level vision. Hence, it has been widely studied in
computer vision [1, 3, 6, 7, 10, 12, 29, 30, 34, 35]. Gener-
ally, image segmentation is a comprehensive task which is
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Figure 1. Illustration of the necessity and superiority of fusing
multiple types of features. From left to right: the input images;
the segmentation results produced by CH; the results produced
by LBP; the results produced by SIFT based bag-of-words (SIFT-
BOW); the results produced by integrating CH, BLP and SIFT-
BOW. These examples are from our experiments.

related with several cues, e.g. regions, contours and textons
[21]. In particular, in this paper we are interested in region-
based methods [ | 1], which aim at partitioning an image into
homogenous regions by grouping together the basic image
elements (e.g., superpixels) with similar appearances.
Many efforts have been devoted to this topic (e.g.,
[8, 19, 31, 32]). However, some critical problems remain
unsolved. Most existing region-based methods focused on
exploring the criteria, such as the widely used normalized
cut (NCut) [31] and the recently established minimum de-
scription length (MDL) [19], for seeking the optimal seg-
mentation. The feature space is however usually predeter-
mined by mildly choosing a feature descriptor such as the
color histograms (CH). However, as a data clustering prob-
lem, image segmentation performance heavily depends on
the choice of the feature space. What is more, it is hard
to find a single feature descriptor that can generally work
well for various images with diverse properties, since each
feature descriptor generally has its own advantages and lim-
itations: the CH descriptor is very informative for describ-
ing color, but inappropriate for describing other visual in-
formation; the local binary pattern (LBP) [18] descriptor



can defend the change of light conditions, but may cause
some loss of information; the scale invariant feature trans-
form (SIFT) [17] descriptor can be invariant to some image
transformations, but some useful information of the origi-
nal image may also be lost. Hence, it is crucial to establish
a good solution that can integrate multiple types of image
features for more accurate and reliable segmentation. Fig-
ure | further illustrates the necessity and superiority of fus-
ing multiple types of features.

Although image segmentation may intuitively benefit
from the integration of multiple features, to the best of our
knowledge, there is no previous work that intensively ex-
plores the fusion of multiple features in region-based seg-
mentation. This is mainly due to the fact that it is actu-
ally not easy to well handle the multiple features of various
properties. In machine learning community, the methods to-
wards this issue are also quite limited. Possibly, the multi-
view spectral clustering technique established by Zhou et
al. [38] is an optional choice. Namely, one could first
construct an undirected (or directed) graph by inferring an
affinity matrix from each type of image features, result-
ing in a multi-view graph (there are multiple affinities be-
tween each pair of nodes), and then obtain the segmen-
tation results by combing those multiple affinity matrices
[38]. However, this option may not fully capture the advan-
tages of multiple features, because the affinity matrices are
still computed from different features individually, and thus
the cross-feature information is not well considered during
the inference process.

To make effective use of multiple features, in this pa-
per we introduce the so-called multi-task low-rank affinity
pursuit (MLAP) method, which aims at inferring a unified
affinity matrix from multiple feature spaces, and thus pro-
ducing accurate and reliable segmentation results. Like the
traditional methods such as NCut [31], we also treat im-
age segmentation as a graph partitioning problem. That is,
an image is represented as an undirected graph with each
node corresponding to a superpixel [24]. Then the segmen-
tation can be done by partitioning the nodes of the graph
into groups. Unlike existing methods, which usually adopt
a single feature space, each node (superpixel) in our method
is described by multiple features with different properties.
To integrate those multiple features and make effective use
of the cross-feature information, our MLAP method infers
a unified affinity matrix by seeking the sparsity-consistent
low-rank affinities from the joint decompositions of multi-
ple feature matrices into pairs of sparse and low-rank ma-
trices, the latter of which is the production of image fea-
ture matrix and its corresponding low-rank affinity matrix.
The inferring process is formulated as a constrained nuclear
norm and /3 ;-norm minimization problem, which is con-
vex and can be solved efficiently with augmented Lagrange
multiplier (ALM) [13] method. Provided with the affinity

matrix encoding the similarities among superpixels, the fi-
nal segmentation result can be simply obtained by apply-
ing the NCut algorithm to the inferred affinities. Compared
with existing methods, the contributions of this work mainly
include:

e We propose a method for learning a unified affinity
matrix from multiple feature spaces and so performing
image segmentation collaboratively. Since the cross-
feature information has been well considered, such a
joint inference scheme can produce more accurate and
reliable results than those methods directly combining
multiple affinity matrices, each of which is learnt indi-
vidually.

e We introduce a simple yet effective new image seg-
mentation algorithm that achieves comparable perfor-
mance with the state-of-the-art methods, as demon-
strated on the MSRC database [33] and the Berkeley
dataset [3].

2. Image Segmentation by Multi-task Low-
rank Affinity Pursuit

2.1. Problem Formulation

For efficiency, superpixels other than image pixels are
used as basic image elements. Using the over-segmentation
algorithm in [24], a given image is partitioned into subre-
gions, each of which is called a superpixel. In this way, the
problem of segmenting the image is cast into clustering the
superpixels into groups. By choosing an appropriate feature
descriptor to describe each superpixel, the image segmenta-
tion problem can be formulated as follows.

Problem 2.1 Let X = [xy,29, -+ ,2N] be a feature ma-
trix, each column of which is a feature vector x; corre-
sponding to a superpixel P;. Then the task is to segment
the superpixels into groups according to their features rep-
resented by X.

A weak point of the above definition is that only one
type of features is considered. To boost the performance,
the problem definition based on multiple types of features
can be formulated as below.

Problem 2.2 Let X1, Xs, -, Xk be K feature matrices
for K types of features, where the columns in different
matrices with the same index correspond to the same su-
perpixel. Then the task is to segment the superpixels into
groups by integrating the feature matrices X1, -+ , Xk.

2.2. Multi-task Low-rank Affinity Pursuit

For easy of understanding, Problem 2.1 is explored first.
Accordingly, the case for the multiple types of features tar-
geting on Problem 2.2 will be further examined with a well-
established solution.



Figure 2. Illustration of the ¢> ;-norm regularization defined on
Z. Generally, this technique is to enforce the matrices Z;,7 =
1,2,-- -, K, to have sparsity-consistent entries.

2.2.1 Single-Feature Case (Problem 2.1)

According to the explorations in [20], the superpixel data
from natural image usually has a structure of low-rank sub-
space, i.e., the task of segmenting the superpixels into ho-
mogeneous regions could be cast as segmenting the fea-
ture vectors into their respective subspaces. Hence, the
task stated in Problem 2.1 may be handled by the sub-
space segmentation algorithms, e.g., the Sparse Subspace
Clustering (SSC) algorithm presented in [5] and the Low-
Rank Representation (LRR) algorithm presented in [16].
LRR based modeling is chosen for single-feature case ow-
ing to its effectiveness and robustness. Namely, for a matrix
X = [x1,29, -+ ,xy] with each z; representing the i-th
superpixel, the affinities among superpixels are computed
by solving the following LRR problem:

i Zolls + M Eoll1, 1
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where |||, denotes the nuclear norm, also known as the
trace norm or Ky Fan norm (sum of the singular values),
|- l|2,1 is the ¢ 1-norm [ 16, 15] for characterizing noise and
the parameter A > 0 is used to balance the effects of the two
parts.

According to [15, 16], the optimal solution Z; (with re-
spect to the variable Z;) to problem (1) naturally forms
an affinity matrix that represents the pairwise similari-
ties among superpixels. Namely, the affinity S;; between
two superpixels P; and P; could be computed by S;; =
|(Z5)ij] + |(Z5)ji], where (-);; denotes the (4, 7)-th ele-
ment of a matrix. Provided with such symmetric affinities,
the NCut method in [31] can be applied for producing the
final image segmentation results.

2.2.2 Multi-feature Case (Problem 2.2)

The above LRR can only be used to a certain type of visual
features and not directly applicable for multi-feature cases.
For multiple feature integration, an intuitive approach is to
directly combine the affinity matrices individually inferred
by LRR. The combination can be done by simply adding to-
gether multiple affinities or utilizing the multi-view spectral
clustering technique presented in [38] to produce the final
segmentation results. However, the inference of the indi-
vidual affinity matrix does not well utilize the cross-feature
information, which is crucial to produce accurate and reli-
able results.

For effectively fusing multiple features, we propose
a new solution of multi-task low-rank affinity pursuit
(MLAP) that aims at jointly inferring a collection of affinity
matrices Z1, Zs, - - - , L, Where each N x N matrix Z; cor-
responds to the ¢-th feature matrix X;. Here, our considera-
tion for formulating the inference process is two-side: to in-
herit the advantages of LRR, the affinity matrices should be
encouraged to be of low-rank; to make effective use of the
cross-feature information, the affinity matrices may be en-
forced to be sparsity-consistent. By considering both sides,
the affinity matrices 71, Zo, - - - , Zx in MLAP are inferred
by solving the following convex optimization problem:

K
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where @ > 0 is a parameter and the K x N2 matrix Z

is formed by concatenating 71, Zs, - - - , Z together as the
following:
(Z1)un (Zi)12 (Z1)NN
7 (Z2)11 (Z2)12 (Z2)NN

(Zi)n (Zio)s (Z) v

The ¢ ;-norm regularization defined on Z plays a key role
in our MLAP method: it is the minimization of || Z||2 1 that
enforces the affinities (Z;);;,! = 1,2,--- , K, to have con-
sistent magnitudes, all either large or small, as shown in
Figure 2. That is, the fusion of multiple features is “seam-
lessly” performed by minimizing the ¢ ;-norm of Z. With-
out this regularization term, the formulation (2) will reduce
to a “trivial” method that is equal to applying LRR to each
feature matrix X; individually.

Let (Z7,Z3,--- , Z}) be the optimal solution to prob-
lem (2). To obtain a unified affinity matrix, we only need a
simple step to quantify the columns of the matrix Z:

> (Z)2). 3)

1 K
Sij = 5( > (@)% +
=1 =1



Algorithm 1 Image Segmentation by MLAP

Algorithm 2 Solving Problem (2) by ADM

Input: An image and the required parameters.

1. Separate the image into superpixels by using the algorithm
in [24].

2. Compute K feature matrices by extracting K types of fea-
tures to describe each superpixel.

3. Obtain the sparsity-consistent low-rank affinity matrices
Z1,- -+, Zk by solving problem (2), and define the edge
weights of an undirected graph according to (3).

4. Use NCut to segment the nodes of the graph into a pre-
specified number of groups.

Output: A map that encodes the segmentation result.

Note here that 1/2{;(2;)% is right the f>-norm of the

((i—1)n+7)-th column of Z used in (2) and thus (3) should
not be considered as late fusion of Z;’s. Same as single fea-
ture case, the NCut method can be applied on such affinity
matrix to produce the final image segmentation results. Al-
gorithm 1 summarizes the entire image segmentation algo-
rithm of MLAP.

2.3. Optimization Procedure

Problem (2) is convex and can be optimized in polyno-
mial time. We first convert it into the following equivalent
problem:

K
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This problem can be solved with the augmented Lagrange
multiplier (ALM) method [!13], which minimizes the fol-
lowing augmented Lagrange function:

K K
all Zllaa + > (il + M Eillaa) + > (Wi, Zi = Ji) +
=1 =1

Vi, Xi — X:Si — Eny+ (Vi, Z; — Si) +
0 u 7
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where Yy, -+, Y, Wq,--- ,Wg and Vy,--- , Vi are La-
grange multipliers, and p > 0 is a penalty parameter. The
inexact ALM method [13], also called alternating direction
method (ADM) [13], is outlined in Algorithm 2. Note that
the sub-problems of the algorithm are convex and they all
have closed-form solutions. Step 1 is solved via the singu-
lar value thresholding operator [4], while Steps 3 and 4 are
solved via Lemma 3.2 of [16].

Inputs: Data matrices { X, }, parameters A and «.
while not converged do
1. Fix the others and update J1, - - - , Jx by

1 1 Wi
Ji = in = ||Ji[|« + 5[1J: = (Zi + )| 7
argmin Z{|Jill. + 51 = (Zi + Pl

2. Fix the others and update S1, - , Sk by

S = (I+ X X)) " NXT(Xs — E) + Z;
XTYi +Vi— W,
e )
"
3. Fix the others and update Z by

K
e’ 1
7= argmzmﬂlllez,l +t3 Z 1Z — M|%,
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where M is a K x N2 matrix formed as follows:

(Fi)un  (Fi)i2 (F1)nn

(F2)11 (F2)12 (F2)nn
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WhereFi = (JZ+S,—(W,+‘/Z)/L)/2,Z: 1, 7K.
4. Fix the others and update E1, - - - , Ex by

A Y;
E; = argmin ~||E;||2.1+|| B — (Xi — XS +—) |5
i MH |l2,1+ (1B —( . I

5. Update the multipliers

Y =Y+ p(Xi — XS — Ey),
Wi = Wi + /L(ZZ - ']’L)a
Vi =Vi+uwZi —Si).

6. Update the parameter x by p = min(ppu, 1019)
( p = 1.11n all experiments).
7. Check the convergence condition: X; — X;S; —
E,—0,72,—J; —>0andZZ-—Si —0,1=1,--- ,K.
end while
Output: Z.

2.4. Discussions
2.4.1 On the Optimization Algorithm

Since ADM is a variation of the exact ALM method whose
convergence properties have been generally proven, Algo-
rithm [ should converge well in practice, although prov-
ing the convergence properties of ADM in theory is still an
open issue [37]. Supposing the number of superpixels is IV,



then the computation complexity of Algorithm 1 is O(N?3),
which is practical (note that the complexity is actually the
same as computing the SVD of an N x N matrix). In our
experiments, since the number of superpixels N is small
(N =~ 100), the computational cost of Algorithm 1 is ac-
tually low. On an Intel Xeon X5450 workstation with 3.0
GHz CPU and 16GB memory, for example, it takes about
20 seconds to finish the computation for an image.

2.4.2 On the Extension to Multiple Visual Cues

Since our current MLAP method requires the features to be
represented by vectors, it can only model image regions,
which however only form one aspect of the visual cues.
Generally, as pointed out by Malik et al. [3, 21], the other
cues such as contour and spatial information should also be
taken into account. Fortunately, it is actually feasible for our
method to handle multiple cues. Namely, the affinity matrix
can be learnt by jointly utilizing the information supplied by
other cues. For example, when two superpixels FP; and P;
are separated by a strong contour, the edge between them
may be removed (i.e., set S;; = 0) or give high penalty to
Z;;’s. In a similar way, our method may also model the
spatial information. We leave these as our future work.

3. Experiments
3.1. Experiment Setting
3.1.1 Datasets

We use two publicly available databases, the MSRC [33]
dataset and the Berkeley [3] segmentation dataset, in our
experiments. The MSRC dataset consists of 591 images
from 23 categories. Here we use the cleaned up ground-
truth object instance labeling [22], which is cleaner and
more precise than the original data. The Berkeley segmen-
tation dataset is comprised of 500 natural images, which
cover a variety of nature scene categories, such as portraits,
animals, landscape, beaches and so on. It also provides
ground-truth segmentation results of all the images obtained
by several human subjects. On average, five segmentation
maps are available per image.

3.1.2 Superpixel and Features

As aforementioned, we need to partition each image into
superpixels. There are several methods that can be used to
obtain a superpixel initialization, such as those from Mori
et al. [24], Felzenszwalb et al. [9] and Ren et al. [28]. Here
we use the method in [24] and the number of superpixels
for each image is set to be around 100 in our experiments.
After the superpixel initialization, three different types of
features, color histogram (CH), local binary pattern (LBP)
and bag-of-visual-words (BOW), are used to describe the

appearance of each superpixel. Color histogram (CH) rep-
resents the number of pixels that have colors in each of a
fixed list of color ranges. It can be built for any kind of
color space such as RGB or HSV. In the experiments we
use the RGB histogram. The local binary pattern (LBP)
operator describes each pixel by the relative gray-levels of
its neighbor pixels. In our experiments, the LBP codes are
computed using 8 sampling points on a circle of radius 1.
Bag-of-visual-words (BOW) is also applied to describe the
appearance of the superpixels. In the experiments we com-
pute the SIFT [17] features for each pixel and then perform
the vector quantization to construct the visual vocabulary
by K-means clustering approach. The number of clustering
centers is set to be 50 for MSRC and 100 for Berkeley.

3.1.3 Baselines and Evaluation

To demonstrate the advantages of fusing multiple types of
features, we consider the individual performance of apply-
ing LRR to a certain single feature, resulting in three bench-
mark baselines: LRR (CH), LRR (LBP) and LRR (BOW).
Moreover, we also report the performance of our MLAP so-
lution when integrating two types of features, which results
in three competing methods: MLAP (CH+LBP), MLAP
(CH+BOW) and MLAP (LBP+BOW). To show the supe-
riority of our formulation in (2), we also consider some
“naive” methods for fusing multiple types of features, in-
cluding using the multi-view technique to combine mul-
tiple affinity matrices (denoted as “Multi-view”), an ap-
proach of stacking together multiple types of features to
form a unified long vector (denoted as “Vector-stack™), a
widely used approach of utilizing NCut to combine multi-
ple affinity matrices, and a benchmark approach that per-
forms the Mean-shift [6] operator on multiple features (de-
noted as “Mean-shift”). For presentation convenience, we
refer to our method of integrating all three features as
“MLAP(CH+LBP+BOW)”.

To quantitatively evaluate the performance of various
methods, three metrics for comparing pairs of image seg-
mentations are used: the variation of information (VOI)
[23], the probabilistic rand index (PRI) [26] and the seg-
mentation covering rate (CR) [2].

3.2. Experiment Results
3.2.1 Main Results

We evaluate and compare all the algorithms under a unified
setting, as discussed in Section 3.1. In summary, the re-
sults shown in Table 1 well verify the advantage of fusing
multiple types of features and the superiority of our MLAP
method. Namely, while all three features are combined to-
gether for segmentation, our method distinctly outperforms
the other methods (which also use multiple types of fea-
tures), including Multi-view, Vector-stack, NCut and Mean-



Table 1. Evaluation results on the MSRC dataset and the Berkeley 500 segmentation dataset. The details of all the algorithms are presented
in Section 3.1.3. The results are obtained over the best tuned parameters for each dataset (the parameters are uniform for an entire dataset).
For comparison, we also include the results reported in [27], but note that, for the Berkeley dataset, [27] used Berkeley 300 instead.

MSRC Berkeley
VOI | PRI | CR VOI | PRI | CR

MLAP(CH+LBP+BOW) | 1.1656 | 0.8306 | 0.7556 | 1.5311 | 0.8538 | 0.6411
MLAP(CH+LBP) 1.1931 | 0.8020 | 0.7121 | 1.6573 | 0.8401 | 0.6227
MLAP(CH+BOW) 1.2505 | 0.7967 | 0.7032 | 1.7262 | 0.8320 | 0.6109
MLAP(LBP+BOW) 1.4245 | 0.7560 | 0.6541 | 1.7626 | 0.8305 | 0.5947
LRR(CH) 1.3002 | 0.7912 | 0.6932 | 1.7475 | 0.8295 | 0.5905
LRR(LBP) 1.4449 | 0.7490 | 0.6415 | 1.7875 | 0.8261 | 0.5734
LRR(BOW) 1.4880 | 0.7343 | 0.6275 | 1.8585 | 0.8045 | 0.5670
Multi-View 1.2511 | 0.8116 | 0.7194 | 1.6664 | 0.8441 | 0.6272
Vector-stack 1.4107 | 0.7728 | 0.6668 | 1.8993 | 0.7815 | 0.5516
NCut 1.2516 | 0.8052 | 0.7075 | 1.7235 | 0.8283 | 0.6054
Mean-shift 1.7472 | 0.7307 | 0.5983 | 2.0872 | 0.7196 | 0.5272
Maetal. [27]* 1.49 0.76 - 1.76 0.80 -

Figure 3. Some examples of the segmentation results on the MSRC database, produced by our MLAP method.



Figure 4. Some examples of the segmentation results on the Berkeley dataset, produced by our MLAP method.

shift. These results illustrate the effectiveness of our formu-
lation (2), which generally learns a unified affinity matrix
from multiple feature spaces. Compared with the approach
of applying LRR to a certain single feature, again, the re-
sults in Table 1 clearly show the advantage of fusing mul-
tiple types of features. Figure 3 and Figure 4 show some
examples of image segmentation results. It can be seen
that the segmentation results produced by MLAP are quite
promising.

3.2.2 Comparison to State-of-the-art Methods

To evaluate the competitiveness of the proposed solution,
we also compare the results with other state-of-the-art meth-
ods, mainly including Rao et al. [27] and Arbelaez et al.
[3]. Our method distinctly outperforms the results reported
in [27], which achieves a PRI (higher is better) of 0.8 and
a VOI (lower is better) of 1.76 on the Berkeley dataset.
Whereas, as shown in Table 1, our MLAP method can ob-
tain a PRI of 0.8538 and a VOI of 1.5311. On the Berke-

ley dataset, our results are better than the results reported
from Arbelaez et al. [3] under the optimal dataset scale
(VOI=1.69,PRI=0.83 and CR=0.59), and are close to their
results under the optimal image scale (VOI=1.48,PRI=0.86
and CR=0.65). On the MSRC database, our results are bet-
ter than their results obtained under the optimal dataset scale
(CR=0.66), and are also slightly better than their optimal
image scale results (CR=0.75). These results illustrate that
our solution is competitive for image segmentation. It is
also worth noting that our current method may be further
boosted by integrating other visual cues, e.g., contour and
spatial information, as discussed in Section 2.4.2.

4. Conclusions and Future Work

This paper presented a novel image segmentation frame-
work called multi-task low-rank affinity pursuit (MLAP). In
contrast with existing single-feature based methods, MLAP
integrates the information of multiple types of features into
a unified inference procedure, which can be efficiently per-



formed by solving a convex optimization problem. The pro-
posed method seamlessly integrates multiple types of fea-
tures to collaboratively produce the affinity matrix within a
single inference step, and thus produces more accurate and
reliable results.

In our current model, we only consider the cue of region,
which is only one aspect of visual cues. It is flexible to
extend our solution to include other cues, such as contours
and spatial information for further boosting performance.
Moreover, we shall further consider utilizing object-specific
information and extending our current solution to address
the problem of object segmentation. We leave these as our
future work.
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