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EXECUTIVE ORDER 
 

- - - - - - - 
 

CREATING A NATIONAL STRATEGIC COMPUTING INITIATIVE 
 
 
 By the authority vested in me as President by the 
Constitution and the laws of the United States of America, 
and to maximize benefits of high-performance computing (HPC) 
research, development, and deployment, it is hereby ordered as 
follows: 
 
 Section 1.  Policy.  In order to maximize the benefits of 
HPC for economic competitiveness and scientific discovery, the 
United States Government must create a coordinated Federal 
strategy in HPC research, development, and deployment.  
Investment in HPC has contributed substantially to national 
economic prosperity and rapidly accelerated scientific 
discovery.  Creating and deploying technology at the leading 
edge is vital to advancing my Administration's priorities and 
spurring innovation.  Accordingly, this order establishes the 
National Strategic Computing Initiative (NSCI).  The NSCI is a 
whole-of-government effort designed to create a cohesive, 
multi-agency strategic vision and Federal investment strategy, 
executed in collaboration with industry and academia, to 
maximize the benefits of HPC for the United States. 
 
 Over the past six decades, U.S. computing capabilities have 
been maintained through continuous research and the development 
and deployment of new computing systems with rapidly increasing 
performance on applications of major significance to government, 
industry, and academia.  Maximizing the benefits of HPC in the 
coming decades will require an effective national response to 
increasing demands for computing power, emerging technological 
challenges and opportunities, and growing economic dependency on 
and competition with other nations.  This national response will 
require a cohesive, strategic effort within the Federal 
Government and a close collaboration between the public and 
private sectors. 
 
 It is the policy of the United States to sustain and 
enhance its scientific, technological, and economic leadership 
position in HPC research, development, and deployment through a 
coordinated Federal strategy guided by four principles: 
 
 (1)  The United States must deploy and apply new HPC 

technologies broadly for economic competitiveness and 
scientific discovery. 

 
 (2)  The United States must foster public-private 

collaboration, relying on the respective strengths of 
government, industry, and academia to maximize the 
benefits of HPC. 

  

Five goals: 
1.  Create systems that can apply 

exaflops of computing power to 
exabytes of data.  

2.  Keep the United States at the 
forefront of HPC capabilities.  

3.  Improve HPC application 
developer productivity.  

4.  Make HPC readily available.  
5.  Establish hardware technology 

for future HPC systems.  [DOE SC and NNSA] will execute a 
joint program focused on advanced 
simulation through a capable 
exascale computing …  



Big Data and HPC 

Convergence in:  
•  Science 
•  Algorithms 
•  Software 
•  Systems 
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“Big Data” Changes Everything…What about 
Science? 



Transforming Science: Finding Data 

Computing Challenges: 
•  Search for scientific data on the web 
•  Automated metadata annotation / feature identification 
•  Data: images, genomes, simulations, MRI, MassSpec,… 
  



Scientific Workflow Today 
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Transforming experimental science:  
“Superfacility” for Science 
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CETull@lbl.gov - 31 Aug 2015 
 

Slot die printer 

CETull@lbl.gov - 31 Aug 2015 
 

HipGISAXS & RMC 

GISAXS 
 
 
 
 
Slot-die printing of  
Organic photovoltaics  

Computing Challenges:  
•  Robotics, Special purpose processors at experiments 
•  Mathematics / algorithm for real-time and offline analysis 
•  Massive numbers of simulations for inverse problems 
•  Networks and software for data movement, management 



Scientific Discovery at the boundary of Simulation 
and Observation: Climate and microbes 
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Understand interactions between environmental microbiomes 
and climate change with kilometer resolution models that 
track dynamic 3D features (with AMR) and                   
genome-enabled analysis of environmental sensors.  

Genomes to watersheds Scientific Focus Area 
New climate modeling methods, including AMR 
“Dycore” produce new understanding of ice 

Computing Challenges: 
•  Multimodal analysis from sensors, genomes, images… 
•  High performance methods and implementations  
•  Data-driven simulations to predict regional effects on 

environment and weather events 



Science at the Boundary of Simulation and 
Observation: Understand and control energy 
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Diffraction Limit and Spatial 
Coherence Enabled by ALS-U 

Understand and control the direction and flow of energy with minimal 
losses using advanced instruments, high fidelity models, and high 
throughput simulation and analysis for applications in energy, 
environment and computing devices 

Materials Project ALS-U Upgrade 

new 
accumulator 
ring 

new ALS ring 
13,030 users hosted 
at NERSC with 
software co-
developed by CRD 

Discovering 
multivalent cathodes 

Computing Challenges: 
•  Machine learning on materials simulation data 
•  Analysis problems for experimental data (tomographic 

3D reconstruction, x-ray scattering, etc.) 
•  Real-time job execution mixed with batch jobs 



Finding structure and function in noisy 
data: Metagenomics data mining 

Assembled 
metagenomes 

  
  

  

  
  

  

  

Recoding 
Science, 2014 

Kryptonia 
Nature Com.  

2016 

Blind Spots 
Nature Microbiol 

2016 

Earth Virome 
    Submitted 

Selenocysteine  
Recoding 

    A. Chemie in press 

Novel Protein  
folds 

    in preparation 

Metagenomic  
Protein clusters 
    in progress 

Biosynthetic  
clusters 

    in progress 

With  
D. Soll 

Yale Univ. 

With  
D. Baker 

U. Washington 

Computing Challenges:  
•  Distributed memory graph algorithms / hash tables 
•  Low latency interconnects; low overhead communication 
•  Algorithms to separate and assembly genomes 
•  Many-to-Many comparisons against databases 



Finding smaller signals in noisy, biased data: 
Removing Systematic Bias in Cosmology 

Example: Astrophysicists 
discover early nearby 
supernova   

23 August 24 August 25 August 
GB per night 
Manually 
analyzed 

Graphical 
models 

Filtered 

Crowd 
sourced 

Machine 
Learning 

New simulation models 
and AMR code (Nyx) 

Computing Challenges: 
•  Better machine learning for event detection 
•  Removing systematic bias in experimental data 
•  Simulations to interpret data; data constrain simulations 



Finding information across data modalities: 
Computing and the BRAIN Initiative
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Function Theory & Models Structure
static data dynamic data abstractions 

Generation and analysis of raw data 
Linking structure to function is a ‘grand challenge’ in general biology and materials 

Computing Challenges: 
•  Multimodal analysis (MRI, EM, CT, MS,…) 
•  Graph algorithms (irregular sparse matrices) at scale 



Languages for Random Access to Large 
Memory 

k-mers  

contigs 

Scaffolds using Scalable Alignment 

Human: 44 hours to 20 secs 
Wheat: “doesn’t run” to 32 secs 

x 
x 

reads 
Meraculous Assembly Pipeline 

Combines with new algorithm to 
anchor 92% of wheat chromosome 

Perl to PGAS: Distributed Hash Tables 
•  Remote Atomics 
•  Dynamic Aggregation  
•  Software Caching  (sometimes) 
•  Clever algorithms and data structures 

(bloom filters, locality-aware hashing) 
à Hash Table with “tunable” runtime 

Evangelos Georganas, Aydin Buluc (MANTISSA), Lenny Oliker,  
Jarrod Chapman (JGI), Dan Rokhsar (JGI), Kathy Yelick  

Transforms process of discovery for 
de novo assembly 

 32

 64

 128

 256

 512

 1024

 2048

 4096

 8192

 480  960  1920  3840  7680  15360

Se
co

nd
s

Number of Cores

overall time
kmer analysis

contig generation
scaffolding

ideal overall time



Languages for Irregular Access: Data Fusion 
in UPC++ 

15 

(A) (B) (C)

Re
la

tiv
e 

Pa
ra

lle
l

Effi
ci

en
cy

 (%
)

Nm = 1.1e5
Nm = 2.2e5
Nm = 8.2e5

4 16 64 254 1024
NUMA Domains

95

90

85

80

75

100

16 64 254 1024
NUMA Domains (64 updates each)

UPC++
MPI-3 RMA

Ti
m

e 
to

 so
lu

tio
n 

(s
)

4e3

3e3

2e3

1e3

0
16 64 254 1024

NUMA Domains (64 updates each)

other

binning
upcxx::allocate
upcxx::copy

250

200

150

100

50

0

Ti
m

e 
in

 c
m

::u
pd

at
e 

(s
)

1000 km

Deep
mantle

Ocean
floor

North

low-velocity
fingers

low-velocity
conduits

Hotspot volcanic islands

(A) Model SEMum2 (Central Pacific view)

(B) Preliminary whole-mantle model

Hawaii
Samoa

+2%

+1%

0%

-1%

-2%

sh
ea

r-
ve

lo
ci

ty
an

om
al

y 
(d

ln
Vs

)

2891 kmLower mantle

Transition zone
Upper mantle

Pacific
LLSVP

Core-mantle
boundary Line of section, viewed

from the core-mantle
boundary

•  Seismic modeling for energy applications 
“fuses” observational data into simulation 

•  With UPC++, can solve larger problems 

Cores: 48       192      768        3K       12K          

Distributed Matrix Assembly 
•  Remote asyncs with user-controlled 

resource management 
•  Team idea to divide threads into 

injectors / updaters 
•  6x faster than MPI 3.0 on 1K nodes 
à Improving UPC++ team support 

French and Romanowicz use code with UPC++ phase to compute first ever whole-mantle 
global tomographic model using numerical seismic wavefield computations (F & R, 2014, GJI, 
extending F et  al., 2013, Science).  See F et al, IPDPS 2015 for parallelization overview. 



Science in embedded sensors: 
Internet of Things 
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Decision Science 

Transportation Modeling Power Grid Modeling 

Scenario Prediction, Planning 

Figure 7: Hourly averaged actual usage is shown on the left. And hourly averaged predicted usage is
shown on the right. Triangles markers show the averaged temperature. As presented in Tables 4 and 5,
the predicted usage shows higher values than the actual usage, demonstrating that differing pricing policies
affect household usage patterns.

accurate short-term forecasts, our baseline model aims to capture intraday characteristics that persists for
years. Our tests show that one of the boosting technique, GTB, could incorporate important features such
as outdoor temperature and capture the core user behavior. For example, the baseline model from GTB
accurately reproduces the lag between the daily peak temperature and peak electricity usage.

The ultimate objective of our work is to evaluate the effectiveness of the different pricing schemes.
The new baseline is an important component. This preliminary work demonstrate that new approach is
promising, but additional work is needed to evaluate the effectiveness of this approach. For example, we
should to re-evaluate the features used in the regression models and systematically measure their impact.

Acknowledgment

This work is supported in part by the Director, Office of Laboratory Policy and Infrastructure Management
of the U.S. Department of Energy under contract No. DE-AC02-05CH11231. This work is also supported by
Basic Science Research Program through the National Research Foundation of Korea (NRF) grant funded

12



Science Data  
Big (and Growing) 



“Big Data” Challenges in Science  
 Volume, velocity, variety, and veracity 

Biology 
•  Volume: Petabytes now; 

computation-limited 
•  Variety: multi-modal 

analysis on bioimages 

High Energy Physics 
•  Volume: 3-5x in 5 years 
•  Velocity: real-time filtering 

adapts to intended 
observation 

Light Sources 
•  Velocity: CCDs outpacing 

Moore’s Law 
•  Veracity: noisy data for 

3D reconstruction 

- 18 - 

Cosmology / Astronomy:  
•  Volume: 1000x increase 

every 15 years 
•  Variety: combine data 

sources for accuracy 

Materials: 
•  Variety: multiple models and 

experimental data 
•  Veracity: quality and 

resolution of simulations 

Climate 
•  Volume: Hundreds of 

exabytes by 2020 
•  Veracity: Reanalysis of 100-

year-old sparse data 



Data Growth is Outpacing Computing 
Growth 
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Measurement technology getting better; 
computation getting hardware 
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  Superfacility for 100,000 FPS Detector 
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4D STEM Detector 
Peter Denes, LBNL 
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•  100 kFPS à 10s of TB / hour 
•  Real time analysis: 
- Sparsification 
- Clustering 
- Dedicated network to NERSC 

 



Algorithms Convergence? 



Analytics vs. Simulation Kernels:  

7 Giants of Data 7 Dwarfs of 
Simulation 

Basic statistics Monte Carlo methods 
Generalized N-Body Particle methods 
Graph-theory Unstructured meshes 
Linear algebra Dense Linear Algebra 
Optimizations Sparse Linear Algebra 
Integrations Spectral methods 
Alignment Structured Meshes 



Software Convergence? 



Data Analytics: Case for PGAS 
More Regular 

 
 
 
 
 
 
 
Message Passing Programming  
Divide up domain in pieces 
Compute one piece  
Send/Receive data from others 
 
MPI, and many libraries 
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More Irregular 
 
 
 
 
 
 
 
Global Address Space Programming 
Each start computing 
Grab whatever / whenever 
 
 
UPC, CAF, X10, Chapel, GlobalArrays  
 



Languages for Random Access to Large 
Memory 

k-mers  

contigs 

Scaffolds using Scalable Alignment 

Human: 44 hours to 20 secs 
Wheat: “doesn’t run” to 32 secs 

x 
x 

reads 
Meraculous Assembly Pipeline 

Combines with new algorithm to 
anchor 92% of wheat chromosome 

Perl to PGAS: Distributed Hash Tables 
•  Remote Atomics 
•  Dynamic Aggregation  
•  Software Caching  (sometimes) 
•  Clever algorithms and data structures 

(bloom filters, locality-aware hashing) 
à Hash Table with “tunable” runtime 

Evangelos Georganas, Aydin Buluc (MANTISSA), Lenny Oliker,  
Jarrod Chapman (JGI), Dan Rokhsar (JGI), Kathy Yelick  

Transforms process of discovery for 
de novo assembly 
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Languages for Irregular Access: Data Fusion 
in UPC++ 
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•  Seismic modeling for energy applications 
“fuses” observational data into simulation 

•  With UPC++, can solve larger problems 

Cores: 48       192      768        3K       12K          

Distributed Matrix Assembly 
•  Remote asyncs with user-controlled 

resource management 
•  Team idea to divide threads into 

injectors / updaters 
•  6x faster than MPI 3.0 on 1K nodes 
à Improving UPC++ team support 

French and Romanowicz use code with UPC++ phase to compute first ever whole-mantle 
global tomographic model using numerical seismic wavefield computations (F & R, 2014, GJI, 
extending F et  al., 2013, Science).  See F et al, IPDPS 2015 for parallelization overview. 



Divergent Ecosystems 
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Dongarra and Reed, HPCWire, 2016 



Two ecosystems 

Data / Cloud + Analytics HPC / Simulation 
Commodity processors Commodity processors (latest) 

Accelerators 
DRAM DRAM (+ NVRAM?) 
Ethernet Low latency / overhead interconnect 
Local disk (+ NVRAM?) Shared disk filesystem (+ NVRAM) 
Low density (air cooled) High density (liquid cooled) 
<50% utilization (never wait) >90%+ utilization (often wait) 
Fault tolerant programming After-the-fact checkpoint/restart 
On-demand scheduling Batch scheduling 
Loosely coupled applications Tightly coupled applications 
Hadoop, SPARK,… MPI, PGAS,… 
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System Convergence? 
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Myth: Supercomputers are Expensive, 
Clouds are Cheap 
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To buy raw NERSC core hours costs more than NERSC budget 
•  Even ignoring the measured performance slowdown 
•  Doesn’t include consulting staff, account management, 

licenses, bandwidth, software support: ~2/3 of NERSC’s Budget 
Why?    
•  NERSC cost/core hours dropped 10x (1000%) from 2007 to 2011, 

while Amazon pricing dropped 15% in the same period  
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What is Exascale about?  
Real performance on real applications 

 
But let’s try something easier:  

HPL: High Performance LINPACK 
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TOP 500 Performance Projection - 
The Old Picture From 2007 

Top500 (Slide from Horst Simon) 
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Performance Development 
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What Limits Computer Performance? 
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Computing is energy-constrained 
At ~$1M per MW, energy costs are substantial 
•  1 petaflop in 2008 used 3 MW 
•  1 exaflop in 2018 at 200 MW “usual chip scaling” 
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The “New Normal” for Computer Architecture
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Computational Science has Moved through 
Difficult Technology Transitions 

Application Performance Growth 
(Gordon Bell Prizes) 

Attack of the 
“killer micros” 

Attack of the 
“killer cellphones”? 

The rest of the 
computing world 
gets parallelism 
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“Exascale” Challenges Affect 
Performance Growth at all Scales 

1)  Power is the primary constraint 
2)  Parallelism (1000x today) 
3)  Processor architecture will change 
4)  Data movement dominates  
5)  Memory growth will not keep up 
6)  Programming models will change 
7)  Algorithms must adapt 
8)  I/O performance will not keep up 
9)  Resilience will be critical at this 

scale 
10)  Interconnect bisection must scale 
 

•  These are all at 
the node levels 

•  Happening NOW! 
•  Emerging 

Programming 
solutions are 
–  Hard to use 
–  Non-portable 
–  Non-durable 
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Lightweight Cores are the Future  

•  Small, simple cores are energy and area efficient 
–  10-100x more energy efficient 

•  Want to encourage “parallel thinking” in algorithms 
and software 

Cell phone 
processor (0.1 
Watt, 4 Gflop/s) 

Server processor  (100 Watts, 50 Gflop/s) 
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Take Home Message for Data and HPC 
(aka Analysis and Simulation) 

•  “Roofline” your code 
•  Understand motifs of your applications 
•  Question conventional wisdom: a 

system of type X is best 
•  Data is as important to science as 

business, society,… 
•  Clouds and HPC centers are optimized 

for different usage, but the underlying 
components are the same 
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Questions? 
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