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Abstract

In real-world settings involving consequential decision-making, the deployment of machine learning
systems generally requires both reliable uncertainty quantification and protection of individuals’ privacy.
We present a framework that treats these two desiderata jointly. Our framework is based on conformal
prediction, a methodology that augments predictive models to return prediction sets that provide un-
certainty quantification—they provably cover the true response with a user-specified probability, such as
90%. One might hope that when used with privately-trained models, conformal prediction would yield
privacy guarantees for the resulting prediction sets; unfortunately this is not the case. To remedy this
key problem, we develop a method that takes any pre-trained predictive model and outputs differentially
private prediction sets. Our method follows the general approach of split conformal prediction; we use
holdout data to calibrate the size of the prediction sets but preserve privacy by using a privatized quan-
tile subroutine. This subroutine compensates for the noise introduced to preserve privacy in order to
guarantee correct coverage. We evaluate the method with experiments on the CIFAR-10, ImageNet, and
CoronaHack datasets.

1 Introduction

The impressive predictive accuracies of black-box machine learning algorithms on tightly-controlled test
beds do not sanctify their use in consequential applications. For example, given the gravity of medical
decision-making, automated diagnostic predictions must come with rigorous instance-wise uncertainty to
avoid silent, high-consequence failures. Furthermore, medical data science requires privacy guarantees, since
individuals would suffer material harm were their data to be accessed or reconstructed by a nefarious actor.
While uncertainty quantification and privacy are generally dealt with in isolation, they arise together in
many real-world predictive systems, and, as we discuss, they interact. Accordingly, the work that we
present here involves a framework that addresses uncertainty and privacy jointly. Specifically, we develop a
differentially private version of conformal prediction that results in private, rigorous, finite-sample uncertainty
quantification for any model and any dataset at little computational cost.

Our approach builds on the notion of prediction sets—subsets of the response space that provably cover
the true response variable with pre-specified probability (e.g., 90%). Formally, for a test point with feature
vector X ∈ X and response Y ∈ Y, we compute an uncertainty set function, C(·), mapping a feature vector
to a subset of Y such that

P{Y ∈ C(X)} ≥ 1− α, (1)

for a user-specified confidence level 1−α ∈ (0, 1). We use the output of an underlying predictive model (e.g.,
a pre-trained, privatized neural network) along with a held-out calibration dataset, {(Xi, Yi)}ni=1, from the
same distribution as (X,Y ) to fit the set-valued function C(·). The probability in expression (1) is therefore
taken over both the randomness in (X,Y ) and {(Xi, Yi)}ni=1. If the underlying model expresses uncertainty,
C will be large, signaling skepticism regarding the model’s prediction.

Moreover, we introduce a differentially private mechanism for fitting C, such that the sets that we compute
have low sensitivity to the removal of any calibration point. This will allow an individual to contribute a
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viral bacterial, viral bacterial, viral, normal

Figure 1: Examples of private conformal prediction sets on COVID-19 data. We show three
examples of lung X-rays taken from the CoronaHack dataset [1] with their corresponding private prediction
sets at α = 10% from a ResNet-18. All three patients had viral pneumonia (likely COVID-19). The classes
in the prediction sets appear in ranked order according to the softmax score of the model; the center and
right images are incorrectly classified if the predictor returns only the most likely class, but are correctly
covered by the private prediction sets. See Experiment 4.4 for details.

calibration data point without fear that the prediction sets will reveal their sensitive information. Note that
even if the underlying model is trained in a privacy-preserving fashion, this provides no privacy guarantee
for the calibration data. Therefore, we will provide an adjustment that masks the calibration dataset with
additional randomness, addressing both privacy and uncertainty simultaneously.

See Figure 1 for a concrete example of private prediction sets applied to the automated diagnosis of
COVID-19. In this setting, the prediction sets represent a set of plausible diagnoses based on an X-ray
image—either viral pneumonia (presumed COVID-19), bacterial pneumonia, or normal. We guarantee
that the true diagnosis is contained in the prediction set with high probability, while simultaneously ensuring
that an adversary cannot detect the presence of any one of the X-ray images used to train the predictive
system.

1.1 Our contribution

Our main contribution is a privacy-preserving algorithm which takes as input any predictive model together
with a calibration dataset, and outputs a set-valued function C(·) that maps any input feature vector X to a
set of labels such that the true label Y is contained in the predicted set with probability at least 1−α, as per
Eq. (1). In order to generate prediction sets satisfying this property, we will use ideas from split conformal
prediction [2, 3, 4], modifying this approach to ensure privacy. Importantly, if the provided predictive model
is also trained in a differentially private way, then the whole pipeline that maps data to a prediction set
function C(·) is differentially private as well.

In Algorithm 1, we sketch our main procedure.

Algorithm 1 Private prediction sets (informal)

input: predictor f̂(·), calibration data {(Xi, Yi)}ni=1, privacy level ε > 0, confidence level α ∈ (0, 1)
For 1 ≤ i ≤ n, compute conformity score si = Sf̂ (Xi, Yi)

Compute ε-differentially private empirical CDF of {si}ni=1, F̃ (s)

Compute ŝ = inf

{
s : F̃ (s) ≥ 1− α+O

(√
log(1/α)

(nε)2/3

)}
output: C(·) = {y : Sf̂ (·, y) ≤ ŝ}

Algorithm 1 first computes the conformity scores for all training samples. Informally, these scores indicate
how well a feature–label pair “conforms” to the provided model f̂ , a low score implying high conformity and
a high score being indicative of an atypical point from the perspective of f̂ . Then, the algorithm generates
a differentially private empirical CDF of the computed scores, and finds a critical threshold ŝ which roughly
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corresponds to the 1− α quantile of the private CDF, corrected for noise due to privacy. Finally, it returns
a prediction set function C(·) which, for a given input feature vector, returns all labels that result in a
conformity score below the critical threshold ŝ.

Our main theoretical result asserts that Algorithm 1 has strict coverage guarantees and is differentially
private. In addition, we show that the coverage is almost tight, that is, not much higher than 1− α.

Theorem 1 (Informal preview). The prediction set function C(·) returned by Algorithm 1 is ε-differentially
private and satisfies

1− α ≤ P{Y ∈ C(X)} ≤ 1− α+O((nε)−2/3).

We obtain a gap between the lower and upper bound on the probability of coverage to be roughly of the
order O((nε)−2/3), in contrast with the standard gap O(n−1) without the privacy requirement. With this,
we provide the first theoretical insight into the cost of privacy in conformal prediction. To shed further light
on the properties of our procedure, we perform an extensive empirical study where we evaluate the tradeoff
between the level of privacy on one hand, and the coverage and size of prediction sets on the other.

1.2 Related work

Differential privacy [5] has become the de facto standard for privacy-preserving data analysis, as witnessed
by its widespread adoption in large-scale systems such as those by Google [6, 7], Apple [8], Microsoft [9],
and the US Census Bureau [10, 11]. This increasing adoption of differential privacy goes hand in hand with
steady progress in differentially private model training, ranging across both convex [12, 13] and non-convex
[14, 15] settings. Our work complements these works by proposing a procedure that can be combined with
any differentially private model training algorithm to account for the uncertainty of the resulting predictive
model by producing a prediction set function with formal guarantees. At a technical level, closest to our
algorithm on the privacy side are existing methods for reporting histograms and quantiles in a privacy-
preserving fashion [5, 16, 17, 18]. Indeed, our work builds on work on private histogram computation by
Dwork et al. [5]. Finally, there have also been significant efforts to quantify uncertainty with formal privacy
guarantees through various types of private confidence intervals [19, 20, 21, 22]. While prediction sets
resemble confidence intervals, they are fundamentally different objects as they do not aim to cover a fixed
parameter of the population distribution, but rather a randomly sampled outcome. As a result, existing
methods for differentially private confidence intervals do not generalize to our problem setting.

Prediction sets as a way to represent uncertainty are a classical idea, going back at least to tolerance
regions in the 1940s [23, 24, 25, 26]. See Krishnamoorthy & Mathew [27] for an overview of tolerance regions
and Park et al. [28] for a recent application to deep learning models. Conformal prediction [29, 3, 30] is a
related way of producing predictive sets with finite-sample guarantees. Most relevant to the present work,
split conformal prediction [2, 31, 4] is a convenient version that uses data splitting to give prediction sets in
a computationally efficient way. Vovk [32] and Barber et al. [33] refine this approach to re-use data for both
training and calibration, improving statistical efficiency. Recent work has targeted desiderata such as small
set sizes [34, 35], coverage that is approximately balanced across feature space [36, 37, 38, 39, 40, 41, 42], and
coverage that is balanced across classes [43, 34, 44, 45]. Further extensions address problems in distribution
estimation [46, 47], handling or testing distribution shift [48, 49, 50], causal inference [51], and controlling
other notions of statistical error [52]. Lastly, we highlight two alternative approaches with a similar goal
to conformal prediction. First, the calibration technique in Jung et al. [53] and Gupta et al. [54] generates
prediction sets via the estimation of higher moments across many overlapping sub-populations. Second,
there is a family of techniques that define a utility function balancing set-size and coverage and then search
for set-valued predictors to maximize this utility [55, 56, 57]. The present work builds on split conformal
prediction, but modifies the calibration step to preserve privacy.

2 Preliminaries

In this section, we formally introduce the main concepts in our problem setting. Split conformal predic-
tion assumes access to a predictive model, f̂ , and aims to output prediction sets that achieve coverage by
quantifying the uncertainty of f̂ and the intrinsic randomness in X and Y . It quantifies this uncertainty
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using a calibration dataset consisting of n i.i.d. samples, {(Xi, Yi)}ni=1, that were not used to train f̂ . The
calibration proceeds by defining a score function Sf̂ : X × Y → R. Without loss of generality we take the

range of this function to be the unit interval [0, 1]. The reader should think of the score as measuring the

degree of consistency of the response Y with the features X based on the predictive model f̂ (e.g., the size
of the residual in a regression model), but any score function would lead to correct coverage. To simplify

notation we will write S(·, ·) to denote the score, where we implicitly assume an underlying model f̂ . From
this score function, one forms prediction sets as follows:

C(x) = {y : S(x, y) ≤ ŝ}, (2)

for a choice of ŝ based on the calibration dataset. In particular, ŝ is taken to be a quantile of the calibration
scores si = S(Xi, Yi) for i = 1, . . . , n. In non-private conformal prediction, one simply takes ŝ to be the
d(n+ 1)(1− α))e/n quantile, and then a standard argument shows that the coverage property in (1) holds.
In this work we show how to take a modified private quantile that maintains this coverage guarantee.

As a concrete example of standard split conformal prediction, consider classifying an image in X = Rm×d
into one of a thousand classes, Y = {1, ..., 1000}. Given a standard classifier outputting a probability

distribution over the classes, f̂ : X → [0, 1]1000 (e.g., the output of a softmax layer), we can define a natural

score function based on the activation of the correct class, S(x, y) = 1− f̂(x)y. Then we take ŝ as the upper
d0.9(n + 1)e/n quantile of the calibration scores s1, . . . , sn and define C as in Eq. (2). That is, we take as
the cutoff ŝ the value such that if we include all classes with estimated probability greater than 1 − ŝ, our
sets have (only slightly more than) 90% coverage on the calibration data. The result C(x) on a test point
is then a set of plausible classes guaranteed to contain the true class with probability 90%. Our proposed
method will follow a similar workflow, but with a slightly different choice of ŝ to guarantee both coverage
and privacy.

We next formally define differential privacy. We say that two datasets D,D′ ∈ (X ×Y)n are neighboring
if they differ in a single element, i.e., either dataset can be obtained from the other by replacing a single
entry. Differential privacy then requires that two neighboring datasets produce similar distributions on the
output.

Definition 1 (Differential privacy [5]). A randomized algorithm A : (X ×Y)n → Z is ε-differentially private
if for all neighboring datasets D and D′, it holds that:

P{A(D) ∈ O} ≤ eεP{A(D′) ∈ O} ,

for all measurable sets O.

In short, if no adversary observing the algorithm’s output can distinguish between D and a dataset D′
with the i-th entry replaced, the presence of individual i in the analysis cannot be detected and hence their
privacy is not compromised.

A key ingredient to our procedure is a privatized empirical distribution of the conformity scores. We
obtain this from a privatized histogram where we bin the scores and add Laplace noise to each bin [5].
Specifically, let us fix a number of histogram bins m ∈ N, as well as the histogram edges 0 ≡ e0 < e1 <
... < em−1 < em ≡ 1. The edges define the histogram bins Ij = (ej−1, ej ], j = 1, ...,m. With these bins, let
nj =

∣∣{i : si ∈ Ij}
∣∣ be the number of scores observed in bin j. To form a private empirical CDF, we return

noisy versions of nj . Algorithm 2 explicitly states a differentially private CDF algorithm due to Dwork et
al. [5]. We use Algorithm 2 as a subroutine of our main conformal procedure.

Algorithm 2 Private empirical CDF [5]

input: calibration scores {s1, . . . , sn}, bins {I1, . . . , Im}, privacy level ε
For all 1 ≤ j ≤ m, compute bin count nj = |{i : si ∈ Ij}|
For all 1 ≤ j ≤ m, compute noisy bin count ñj = nj + ζj , ζj ∼ Laplace

(
2
ε

)
output: private empirical CDF F̃ (s) = 1− 1

n

∑m
j=1 ñj1{s < ej}

We will refer to the function F̃ output from Algorithm 2 as the private empirical CDF, but note that it
is not exactly a CDF for two reasons. First, the added Laplace noise could make a bin count negative, in
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which case F̃ would fail to be non-decreasing. Second, F̃ (0) may not be zero (it could be either greater than
or less than zero) due to the added noise. Nonetheless, this nuance will not impact our development, so the
reader can safely think of this as a private CDF throughout this work.

3 Main algorithm and guarantees

We next precisely state our main algorithm and its formal guarantees. First, our algorithm has a calibration
step, Algorithm 3, carried out one time using the calibration scores s1, . . . , sn as input; this is the heart of
our proposed procedure. The output of this step is a cutoff ŝ learned from the calibration data. With this
in hand, one forms the prediction set for a test point x as in Eq. (2), which for completeness we state in
Algorithm 4.

Algorithm 3 Differentially private calibration

input: calibration scores {s1, . . . , sn}, privacy parameter ε, number of bins m, tuning parameter γ
Compute private histogram F̃ (·) via Algorithm 2
Compute privacy noise adjustment ζn,mmax(γα, ε) in (3) by simulation (or use the analytic upper bound in (6))
Compute the score cutoff ŝ as in (4)
output: calibrated score cutoff ŝ

Algorithm 4 Differentially private prediction set

input: test point x, calibrated score cutoff ŝ
output: prediction set as in (2): C(x) = {y : S(x, y) ≤ ŝ}.

This algorithm both satisfies differential privacy and guarantees correct coverage, as stated next in
Proposition 1 and Theorem 2, respectively. The privacy property is a straightforward consequence of the
privacy guarantees on the histogram algorithm due to [5], followed by the closure-under-post-processing
property.

Proposition 1 (Privacy guarantee). Algorithm 3 is ε-differentially private.

Therefore, the main challenge for theory lies in understanding how to compensate for the added differ-
entially private noise in order to get strict, distribution-free coverage guarantees.

Theorem 2 (Coverage guarantee). Fix the differential privacy level ε > 0 and miscoverage level α, as well
as a free parameter γ ∈ (0, 1). For any ν ∈ (0, 1), define

ζn,mmax(ν, ε) := min

t > 0 : P

max
k≤m

∣∣∣∣∣∣ 1n
k∑
j=1

ζj

∣∣∣∣∣∣ ≥ t
 ≤ ν

 , where ζj
i.i.d.∼ Lap

(
2

ε

)
. (3)

Let

ŝ = inf

{
z : F̃ (z) ≥ (n+ 1)(1− α)

n(1− γα)
+ ζn,mmax(γα, ε)

}
, (4)

Then, the prediction sets in (2) with this choice of ŝ satisfy the coverage property in (1).

We informally sketch the main ideas in the proof, deferring the details to the Appendix.

Proof sketch. Suppose that ŝ = inf{z : F̃ (z) ≥ q̂} for some q̂. Then, we can write the probability of coverage
as:

P{Y ∈ C(X)} = E
[
F (F̃−1(q̂))

]
, (5)

where F is the distribution of the scores, appropriately discretized according to the histogram bins. We
observe that uniformly across the domain, the empirical distribution of the discretized scores F̂ is close to

5



102 103 104

n

0.88

0.90

0.92

0.94

0.96

0.98

1.00
q

=0.1
=1
=10

nonprivate
1

10 1 100 101

n=100
n=1000
n=10000
1

Figure 2: The quantile of F̃ as n and ε grow. We demonstrate the adjusted quantile, q̂ = (n+1)(1−α)
n(1−γα) +

ζn,mmax(γα, ε), as n and ε increase, with an automatically chosen values for m and γ described in Appendix C.1.
As the number of samples grows and the privacy constraint relaxes, the procedure chooses a less conservative
quantile of F̃ , eventually approaching the limiting value 1−α. The non-monotonic fluctuations in the curves
are due to the changing choice of the number of bins, m, in the discretization.

the privately computed empirical CDF. Specifically, |F̃ (s)− F̂ (s)| ≤ ζn,mmax(γα, ε) holds for all s ∈ (0, 1) with
probability at least 1− γα. This allows us to replace F̃ with F̂ in Eq. (5) by writing

E
[
F (F̃−1(q̂))

]
≥ (1− γα)E

[
F (F̂−1(q̂ − ζn,mmax(γα, ε)))

]
.

For any q, the random variable F (F̂−1(q)) is distributed as the dnqe-th order statistic of a super-uniform
distribution, which implies that it can be stochastically lower bounded by the dnqe-th order statistic of
a uniform distribution. This order statistic follows a beta distribution with known parameters, whose
expectation can hence be evaluated analytically. Carefully choosing q̂ as a function of this expectation
completes the proof of the theorem.

In Theorem 2 we present a general statement of our coverage result—without an explicit bound on
ζn,mmax(ν, ε)—since in practice the way to get the best performance is to evaluate this term via simulation.
This is computationally inexpensive, so the simulation error can be made negligible. See Figure 2 for
a numerical evaluation of this choice of adjusted quantile. If we wish instead to obtain an expression that
lends itself to theoretical understanding, we can do so by incorporating an explicit upper bound on ζn,mmax(ν, ε).

Corollary 1 (Coverage guarantee, simplified form). Fix the differential privacy level ε > 0 and miscoverage
level α such that α > 4 exp(−m). Fix also a free parameter γ ∈ [4 exp(−m)/α, 1). Let

ŝ = inf

{
z : F̃ (z) ≥ (n+ 1)(1− α)

n(1− γα)
+

4
√

2m log(4/(γα))

nε

}
. (6)

Then, the prediction sets in (2) with this choice of ŝ satisfy the coverage property in (1).

With the validity of Algorithm 3 established, we next prove that the algorithm is not too conservative
in the sense that the coverage is not far above 1− α. As with our lower bound on coverage, we proceed by
proving an abstract result followed by an explicit special case.

A key quantity in our upper bound is

pmmax := max
1≤j≤m

P{s1 ∈ Ij} .

This quantity captures the impact of the score discretization. Smaller pmmax corresponds to mass spread more
evenly throughout the bins. For well-behaved score functions, we expect pmmax to scale as O(m−1). Indeed,
if the scores have any continuous density on [0, 1] bounded above and we take uniformly spaced bins, then
pmmax = O(m−1). In terms of pmmax, we have the following upper bound.

6



Theorem 3 (Coverage upper bound). The prediction sets in (2) with ŝ is as in Theorem 2, satisfy the
following coverage upper bound:

P{Y ∈ C(X)} ≤ 1− α+ γα+ (1− γα)

(
1

n+ 1
+ pmmax + 2ζn,mmax(γα, ε)

)
.

If we further assume a weak regularity condition on the scores, then by balancing the rates in the
expression above we arrive at an explicit upper bound.

Corollary 2 (Coverage upper bound, simplified form). Suppose that the input scores follow a continuous
distribution on [0, 1] with a density that is bounded above. Take m ∝ (nε)2/3 and γ = 1/m. Then, the
prediction sets in (2), with ŝ as in Theorem 2, satisfy the following upper bound:

P{Y ∈ C(X)} ≤ 1− α+O


√

log
(
nε/α

)
(nε)2/3

 .

We emphasize that the assumptions on the score distribution are only needed to prove the upper bound;
the coverage lower bound holds for any distribution. In any case, these assumptions are very weak, essentially
requiring only that the score distribution contains no point masses. In fact, this requirement could even be
enforced ex post facto by adding a small amount of tiebreaking noise, in which case we would need no
restrictions on the input distribution of scores whatsoever.

The upper bound answers an important practical question: how many bins should we take? If m is too
small, then there is little noise addition due to privacy, but the histogram is an overly coarse approximation of
the empirical distribution of the scores. On the other hand, if m is too large, then the histogram is accurate,
but there is a lot of additive noise implied by the requirement of differential privacy. This tension can be
observed in the terms in Theorem 3 that have a dependence on m, namely pmmax and ζn,mmax(γα, ε). Corollary 2
suggests that the correct balance—which leads to minimal excess coverage—is to take m ∝ (nε)−2/3.

This upper bound also gives insight to an important theoretical question: what is the cost of privacy in
conformal prediction? In non-private conformal prediction, the upper bound is 1−α+O(n−1) [4]. In private
conformal prediction, we achieve an upper bound of 1− α+ Õ((nε)−2/3), a relatively modest cost incurred
by privacy-preserving calibration.

4 Experiments

We now turn to an empirical evaluation of differentially private conformal prediction for image classification
problems. In this setting, each image Xi has a single unique class label Yi ∈ {1, ...,K} estimated by a

predictive model f̂ : X → [0, 1]K . We seek to create private prediction sets, C(Xi) ⊆ {1, ...,K}, achieving
coverage as in Eq. (1), using the following score function:

S(x, y) = 1− f̂(x)y,

as in Sadinle et al. [34]. This section evaluates the prediction sets generated by Algorithm 3 by quantifying
the cost of privacy and the effects of the model, number of calibration points, and number of bins used in
our procedure. We use the CIFAR-10 dataset [58] wherever we require a privately trained neural network.
Otherwise, we use a non-private model on the ImageNet dataset [59], to investigate the performance of our
procedure in a more challenging setting with a large number of possible labels. Except where otherwise
mentioned, we use an automated number of uniformly spaced bins m∗ to construct the privatized CDF.
Appendix C.1 describes the algorithm for choosing an approximately optimal value of m∗ when the conformal
scores are roughly uniform based on fixed values of n, ε, and α. We finish the section by providing private
prediction sets for diagnosing viral pneumonia on the CoronaHack dataset [1]. The reader can reproduce
the experiments exactly using our public GitHub repository.
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Figure 3: Coverage and set size with private/non-private models and private/non-private con-
formal prediction. We demonstrate histograms of coverage and set size of non-private/private models and
non-private/private conformal prediction at the level α = 0.1, with ε = 8, δ = 1e− 5, and n = 5000.
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Figure 4: Coverage and set size for different values of m. We demonstrate the performance on
Imagenet of private conformal prediction using a non-private ResNet-152 as the base model at α = 0.1 and
ε = 1. The coverage improves as m approaches ≈ (nε)

2
3 , then degrades. See Section 4.2 for details.

4.1 Isolating the effects of private model training and private conformal pre-
diction

We would like to disentangle the effects of private conformal prediction from those of private model training.
To that end, we report the coverage and set sizes of the following four procedures: private conformal
prediction with a private model, non-private conformal prediction with a private model, private conformal
prediction with a non-private model, and non-private conformal prediction with a non-private model. The
non-private model and private model are both ResNet-18s [60]. The private model is trained with private
SGD [14], as implemented in the Opacus library, with privacy parameters ε = 8 and δ = 1e − 5. The
non-private model’s accuracy (83%) was significantly higher than that of the private model (49%). We
used the suggested private model training parameters from the Opacus library with minor adjustments (see
Appendix C.2), but did not optimize hyperparameters as our work does not aim to improve private model
training.

Figure 3 shows histograms of the coverages and set sizes of these procedures over 1000 random splits of the
CIFAR-10 validation set with n = 5000. Notably, the results show the price of private conformal prediction
is very low, as evidenced by the minuscule increase in set size caused by private conformal prediction.
However, the private model training causes a much larger set size due to the private model’s comparatively
poor performance. Note that a user desiring a fully private pipeline will use the procedure in the bottom
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with α = 0.1. The average coverage was 92%. See Section 4.4 for details.

right quadrant of the plot.

4.2 Varying number of bins m

Here we probe the performance of private prediction sets as the number of uniformly spaced bins m in our
procedure changes. Based on our theoretical results, m should be on the order of (nε)

2
3 , with the exact

number dependent on the underlying model and the choices of α, n, and ε. A too-small choice of m coarsely
quantizes the scores, so Algorithm 4 may be forced to round up to a very conservative private quantile.
A too-large choice of m results in excessive Laplacian noise added to the privatized empirical CDF. The
optimal choice of m balances these two factors.

To demonstrate this tradeoff, we performed experiments on ImageNet. We used a non-private, pre-trained
ResNet-152 from the torchvision repository as the base model. Figure 4 shows the coverage and set size
of private prediction sets over 100 random splits of ImageNet’s validation set for several choices of m; we
used n = 30000 and evaluated on the remaining 20000 images. The experimental results suggest m∗ works
comparatively well.

4.3 Varying privacy level ε

Next we quantify how the coverage changes with the privacy parameter ε. We used n = 30000 calibration
points and 20000 evaluation points as in Experiment 4.3. For each value of ε we choose a different value
of m∗. Figure 5 shows the coverage and set size of private prediction sets over 100 splits of ImageNet’s
validation set for several choices of ε. As ε grows, the procedure becomes less conservative. Overall the
procedure exhibits little sensitivity to ε.
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4.4 COVID-19 diagnosis

Next we show results on the CoronaHack dataset, a public chest X-ray dataset containing 5908 X-rays la-
beled as normal, viral pneumonia (primarily COVID-19), or bacterial pneumonia. Using 4408 train-
ing pairs over 14 epochs, we (non-privately) fine-tuned the last layer of a pretrained ResNet-18 from
torchvision to predict one of the three diagnoses. The private conformal calibration procedure saw a
further n = 1000 examples, and we used the remaining 500 for validation. The ResNet-18 had a final accu-
racy of 75% after fine-tuning. Figure 6 plots the coverage and set size of this procedure over 1000 different
train/calibration/validation splits of the dataset, and Figure 1 shows selected examples of these sets.

5 Discussion

We introduce a method to produce differentially private prediction sets that contain the true response with a
user-specified probability by blending split conformal prediction with differentially private CDF estimation.
The primary challenge we resolve in this work is simultaneously satisfying the coverage property and privacy
property, which requires a careful choice of the conformal score threshold to account for the added privacy
noise. Our corresponding upper bound shows that the coverage does not greatly exceed the nominal level
1−α, meaning that our procedure is not too conservative. Moreover, our upper bound gives insight into the
price of privacy in conformal prediction: the upper bound scales as Õ((nε)−2/3) compared to O(n−1) for non-
private conformal prediction, a mild decrease in efficiency. This is confirmed in our experiments, where we
show that there is little difference between private and non-private conformal prediction when using the same
predictive model. We also observe the familiar phenomenon that there is a substantial decrease in accuracy
for private model fitting compared to non-private model fitting. We conclude that the cost of privacy lies
primarily in the model fitting—private calibration has a comparatively minor effect on performance. We
also note that any improvement in private model training would immediately translate to smaller prediction
sets returned by our method. In sum, we view private conformal prediction as an appealing method for
uncertainty quantification with differentially private models.
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A Auxiliary results

Lemma 1 (Lévy’s maximal inequality). Let X1, ..., Xm be independent symmetric random variables. Define
Sk =

∑
i≤kXi for k = 1, ...,m. Let Zk = |Sk|. Then, for t ≥ 0,

P
{

max
k≤m

Zk ≥ t
}
≤ 2P{Zn ≥ t} .

For a proof, see, for example, Lemma 11.12 in Boucheron et al. [61].

Lemma 2. Let ζ ∼ Laplace(b). Then, ζ is (2b,
√

2b)-subexponential:

E[eλζ ] ≤ e2b
2λ2

for all |λ| < 1√
2b
.

Proof. The moment-generating function of ζ is M(λ) = 1
1−b2λ2 , for |λ| < 1

b . Therefore, to complete the
proof it suffices to show

1

1− b2λ2
≤ 1 + 2b2λ2 (7)

for |λ| < 1√
2b

, since 1 + x ≤ ex. Rearranging the terms, we observe that condition (7) is equivalent to:

0 ≤ (2b2 − b2 − 2b4λ2)λ2,

and this is clearly satisfied for |λ| < 1√
2b

.
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Lemma 3 (Bernstein’s inequality). Let X be a (ν, b)-subexponential random variable, meaning that

E[eλX ] ≤ eν
2λ2/2 for all |λ| < 1

b
.

Then,

P{|X| ≥ t} ≤

{
2 exp

(
− t2

2ν2

)
, 0 ≤ t ≤ ν2

b ,

2 exp
(
− t

2b

)
, t > ν2

b .

Lemma 4. Let F be the CDF of a distribution supported on a finite set {a1, . . . , am}. Let Z1, . . . , Zn
i.i.d.∼ F ,

and let F̂ denote the empirical CDF corresponding to Z1, . . . , Zn. Denote also pmmax = max1≤i≤m P{Z1 = ai}.
Then,

ZBeta + pmmax � F (F̂−1(q)) � ZBeta,

where ZBeta follows the beta distribution Beta(dnqe, n − dnqe + 1) and � denotes first-order stochastic
dominance.

Proof. Since we take F̂−1(q) = inf{z : F̂ (z) ≥ q} by definition, then that implies F̂−1(q) = Z(dnqe), where
Z(i) denotes the i-th non-decreasing order statistic of Z1, . . . , Zn. By monotonicity of F , we further have
that F (Z(dnqe)) is identical to the dnqe-th non-decreasing order statistic of F (Z1), . . . , F (Zn). By a standard
argument, the samples F (Z1), . . . , F (Zn) are super-uniform, i.e. P{F (Z1) ≤ u} ≤ u for all u ∈ [0, 1]. In
other words, they are stochastically larger than a uniform distribution on [0, 1], and thus their dnqe-th
order statistic is stochastically lower bounded by the dnqe-th order statistic of a uniform distribution, which
follows the Beta(dnαe, n − dnαe + 1) distribution. This completes the proof of the lower bound. For the
upper bound, we use the fact that P{F (Z1) ≤ u} ≥ u − pmmax, and so F (Zi) are stochastically dominated
by Ui + pmmax, where {Ui}ni=1 are i.i.d. uniform on [0, 1]. Their dnqe-th order statistic is distributed as
ZBeta + pmmax, which completes the proof.

B Proofs

B.1 Proof of Theorem 2

First we introduce some notation. By F we will denote the discretized CDF of the scores; in particular, for
any i ∈ {1, . . . , n},

F (s) = P{[si] ≤ s} .
Here, by [si] we denote a discretized version of si where we set [si] = ej if si ∈ Ij . We also let F̂ denote the
empirical distribution of the discretized scores:

F̂ (s) =
1

n

n∑
i=1

1{[si] ≤ s},

and F̃ denotes the private CDF returned by Algorithm 2.
By convention, we let F−1(δ) denote the left-continuous inverse of F , i.e. F−1(δ) := inf{s : F (s) ≥ δ},

and we similarly define F̂−1(δ) and F̃−1(δ). Finally, we denote ζ̄ = 1
n max1≤j≤m |

∑j
i=1 ζi|.

Notice that we can write F̃ (s) = F̂ (s) + ξ(s), where ξ(s) = 1
n

∑m
i=1 ζi1{ei ≤ s}. Thus, we have{

ζ̄ ≤ ζn,mmax(ν, ε), F̃ (z) ≥ q
}
⊆
{
ζ̄ ≤ ζn,mmax(ν, ε), F̂ (z) ≥ q − ζn,mmax(ν, ε)

}
,

and consequently{
ζ̄ ≤ ζn,mmax(ν, ε), z ≤ F̃−1(q)

}
⊇
{
ζ̄ ≤ ζn,mmax(ν, ε), z ≤ F̂−1(q − ζn,mmax(ν, ε))

}
. (8)

Denote q̂ = (n+1)(1−α)
n(1−γα) + ζn,mmax(γα, ε), and notice that ŝ = F̃−1(q̂). With this, we can write

P{Y ∈ C(X)} = P{S(X,Y ) ≤ ŝ} = P
{
S(X,Y ) ≤ F̃−1(q̂)

}
= E

[
F (F̃−1(q̂))

]
.
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In the last step we use the fact that the event {S(X,Y ) ≤ F̃−1(q̂)} is equivalent to {[S(X,Y )] ≤ F̃−1(q̂)},
because F̃−1(q̂) is supported on {ei}mi=0.

By splitting up the analysis depending on whether ζ̄ ≤ ζn,mmax(γα, ε), we obtain the following:

E
[
F (F̃−1(q̂))

]
= E

[
F (F̃−1(q̂))1{ζ̄ > ζn,mmax(γα, ε)}

]
+ E

[
F (F̃−1(q̂))1{ζ̄ ≤ ζn,mmax(γα, ε)}

]
≥ γα · 0 + E

[
1{[S(X,Y )] ≤ F̃−1(q̂), ζ̄ ≤ ζn,mmax(γα, ε)}

]
≥ E

[
1{[S(X,Y )] ≤ F̂−1(q̂ − ζn,mmax(ν, ε)), ζ̄ ≤ ζn,mmax(γα, ε)}

]
= (1− γα)E

[
F (F̂−1(q̂ − ζn,mmax(γα, ε)))

]
,

where in the third step we apply Eq. (8). Thus, it suffices to show that

E
[
F (F̂−1(q̂ − ζn,mmax(γα, ε)))

]
≥ 1− α

1− γα
. (9)

Let j∗ = dn(q̂ − ζn,mmax(γα, ε))e. Then, by Lemma 4,

F (F̂−1(q̂ − ζn,mmax(γα, ε))) � Beta(j∗, n− j∗ + 1),

so

E
[
F (F̂−1(q̂ − ζn,mmax(γα, ε)))

]
≥ j∗

n+ 1
=
dn(q̂ − ζn,mmax(γα, ε))e

n+ 1
.

By the definition of q̂, we see that

dn(q̂ − ζn,mmax(γα, ε))e
n+ 1

≥ 1− α
1− γα

,

holds, which implies Eq. (9) and thus completes the proof.

B.2 Proof of Corollary 1

It suffices to show that
4
√

2m log(4/(γα))

nε
≥ ζn,mmax (γα, ε) . (10)

To prove so, we use Lévy’s maximal inequality, stated in Lemma 1; we get

P

{
1

n
max

1≤j≤m

∣∣∣∣∣
j∑
i=1

ζi

∣∣∣∣∣ ≥ 4
√

2m log(4/(γα))

nε

}
≤ 2P

{
1

n

∣∣∣∣∣
m∑
i=1

ζi

∣∣∣∣∣ ≥ 4
√

2m log(4/(γα))

nε

}
.

The noise variables {ζi}mi=1 are independent (4/ε, 2
√

2/ε)-subexponential random variables; see Lemma 2 for
a proof. Therefore, their sum is (4

√
m/ε, 2

√
2/ε)-subexponential. Applying Bernstein’s inequality (Lemma

3) with this choice of parameters gives

P

{
1

n

∣∣∣∣∣
m∑
i=1

ζi

∣∣∣∣∣ ≥ 4
√

2m log(4/(γα))

nε

}
≤ 2 exp

−n2ε2
32m

(
4
√

2m log(4/(γα))

nε

)2
 =

γα

2
.

Note that we are in the regime of Bernstein’s inequality with faster decay because α ≥ 4
γ exp(−m) implies

4
√

2m log(4/(γα))

nε ≤ 8m√
2nε

. Putting everything together, we get the following bound on the second term:

P

{
1

n
max

1≤j≤m

∣∣∣∣∣
j∑
i=1

ζi

∣∣∣∣∣ ≥ 4
√

2m log(4/(γα))

nε

}
≤ 2P

{
1

n

∣∣∣∣∣
m∑
i=1

ζi

∣∣∣∣∣ ≥ 4
√

2m log(4/(γα))

nε

}
≤ γα.

With this, we have proved
4
√

2m log(4/(γα))

nε ≥ ζn,mmax (γα, ε), as desired.
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B.3 Proof of Theorem 3

We adopt the definitions of F, F̂ , F̃ , and ζ̄ from the proof of Theorem 2. By a similar reasoning as in Theorem
2, we have {

ζ̄ ≤ ζn,mmax(ν, ε), F̃ (z) ≥ q
}
⊇
{
ζ̄ ≤ ζn,mmax(ν, ε), F̂ (z) ≥ q + ζn,mmax(ν, ε)

}
,

and consequently{
ζ̄ ≤ ζn,mmax(ν, ε), z ≤ F̃−1(q)

}
⊆
{
ζ̄ ≤ ζn,mmax(ν, ε), z ≤ F̂−1(q + ζn,mmax(ν, ε))

}
. (11)

We can again write

P{Y ∈ C(X)} = E
[
F (F̃−1(q̂))

]
,

where q̂ = (n+1)(1−α)
n(1−γα) + ζn,mmax(γα, ε), and thus ŝ = F̃−1(q̂).

By splitting up the analysis depending on whether ζ̄ ≤ ζn,mmax(γα, ε), we obtain the following:

E
[
F (F̃−1(q̂))

]
= E

[
F (F̃−1(q̂))1{ζ̄ > ζn,mmax(γα, ε)}

]
+ E

[
F (F̃−1(q̂))1{ζ̄ ≤ ζn,mmax(γα, ε)}

]
≤ γα · 1 + E

[
1{[S(X,Y )] ≤ F̃−1(q̂), ζ̄ ≤ ζn,mmax(γα, ε)}

]
≤ γα+ E

[
1{[S(X,Y )] ≤ F̂−1(q̂ + ζn,mmax(ν, ε)), ζ̄ ≤ ζn,mmax(γα, ε)}

]
= γα+ (1− γα)E

[
F (F̂−1(q̂ + ζn,mmax(γα, ε)))

]
, (12)

where in the third step we apply Eq. (11). Let j∗ = dn(q̂ + ζn,mmax(γα, ε))e. By Lemma 4, we have

F (F̂−1(q̂ + ζn,mmax(γα, ε))) � Beta(j∗, n− j∗ + 1) + pmmax,

so

E
[
F (F̂−1(q̂ + ζn,mmax(γα, ε)))

]
≤ j∗

n+ 1
+ pmmax =

dn(q̂ + ζn,mmax(γα, ε))e
n+ 1

+ pmmax. (13)

By the definition of q̂, we see that

dn(q̂ + ζn,mmax(γα, ε))e
n+ 1

≤
1−α
1−γα (n+ 1) + 2ζn,mmax(γα, ε)n+ 1

n+ 1
=

1− α
1− γα

+ 2ζn,mmax(γα, ε) +
1

n+ 1
. (14)

Putting together equations (12), (13), and (14) completes the proof.

C Experimental details

C.1 Choosing m∗ and γ

Algorithm 5 gives automatic choices of the optimal number of uniformly spaced bins, m∗, and the tuning
parameter γ that work well for approximately uniformly distributed scores. The algorithm simply entails
simulating uniformly distributed scores and then choosing the (m∗, γ) that results in the best quantile for
specific, pre-determined values of α, ε, and n. In practice, m∗ can be chosen from a relatively coarse grid of
values around (nε)

2
3 and γ can be chosen from coarsely spaced values from 1e− 4 to 0.1.

Algorithm 5 Get optimal number of bins and γ

input: number of calibration points n, privacy level ε > 0, confidence level α ∈ (0, 1)
Simulate n uniform conformity scores si ∼ Unif(0, 1), i = 1, ..., n
Choose m∗ to be the value of m minimizing the output of Algorithm 3 on the si for the optimal γ chosen
by grid search.
output: m∗, γ
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C.2 Private training procedure

We used the Opacus library with the default parameter choices included in the CIFAR-10 example code. The
only difference in the non-private model training is the use of the --disable-dp flag, turning off the added
noise but preserving all other settings. In the private model training, we make a minor modification to the
noise scaling due to the fact that we are working under the replacement definition of differential privacy and
the Opacus privacy accounting is done assuming the removal definition. More precisely, if C is the clipping
value of the algorithm, then the `2-sensitivity to the removal of a data point is C, while the `2-sensitivity to
the replacement of a data point is 2C. For this reason, instead of adding noise with level σC, we add noise
with level 2σC. We run the private training procedure for 470 epochs to achieve ε = 8.
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