
The Turing Test

Pseudointelligence: A Unifying Framework 
for Language Model Evaluation

Shikhar Murty*, Orr Paradise*, Pratyusha Sharma*

μ
LG

diste(g, μ) < ε
Sam

ple

Sample

Train

Train

x1, y1

…xm, ym

x1, y1

…xn, yn
LE e

g

x1

xr
g(xr)

g(x1)

…

x1

xr
μ(xr)

μ(x1) μ…e
accept/reject

e
accept/reject

g

μ Capability

ℳ Capability class

Capability

Evaluatore LE Evaluator learner

n = n(ε, δ) Evaluator sample complexity

r = r(ε, δ) Evaluation round complexity
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Pseudointelligence: Meta-evaluation meets pseudorandomness

Are we evaluating Language Models Correctly?

Human 
/ AI?

Case 1: Obi is calling 
the coin based only 
on the info available 
to him from eye sight.

Case 2: Obi has access 
to sensors that 
measure the initial state 
of Tessa’s coin, and a 
computer that performs 
complex calculations in 
milliseconds.

 is pseudointellgent w.r.t  and  ifLG LE ℳ
Definition

Pr [diste(g, μ) ≤ ε] ≥ 1 − δ .∀μ ∈ ℳ
∀ε, δ ∈ (0,1)

Over samples,

learned model,

learned evaluator

Pr [e accepts g] − Pr [e accepts μ]
Over queries and responses

Sampling, training and distinguishing
Model

Evaluator

The distinguishing experiment

Key resources modeled:
• Sample complexity

• Learner expressivity

• Learning comput. power

• Forward-pass complexity
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[d(x) accepts]−

Pr
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[d(x) accepts]
< ϵ .

Definition [Yao ’82, Blum Micali 84] 
Distribution  is -pseudorandom 
against a class of distinguishers  if 
for every :

𝒫 ε
D

d ∈ D

Tessa Obi

Unif. distr. over a finite set

• Decades of extensive research

• At the foundation of modern crypto


