C,=Inthp,, % g 0
Im — Go 9m — 9o
As a result, apart from the dynamic charge injection effects partic-
ularly from the memory’s switches, the comparator’s residual
errors can be adjusted to virtually zero with this scheme.

After phase ¢; goes low where the circuit is configured as in
Fig. 2¢, the regenerative amplifier formed by PMOS transistors
Pa-b starts regeneration in the direction corresponding to the
polarity of the input signal. After a short delay, when the regener-
ative amplifier produces a sufficient voltage difference between
nodes 4 and B which can overcome all the mismatches (typically
< 1ns after starting regeneration), 05 goes high. This turns on ¢35
and the circuit is configured as in Fig. 2d. Thus, both PMOS and
NMOS regenerative amplifiers combine to speed up the regenera-
tion process. The voltages at nodes 4 and B are then regenera-
tively amplified until they reach the supply rails. Note that by
using clock phase ¢, (dotted line in Fig. 1) for input switches to
isolate the output capacitance of the preceding stage, the regenera-
tion speed can be further increased. In a multiplexed comparator
scheme, this isolation is readily obtained.

Table 1: Performance comparison between basic and enhanced SI

comparators
.Characteristics Basic comparator| Enhanced comparator
(typical process at 25°C
Differential input range + 125pA + 125pA
Offset currents:
Systematic input offset of 10pA [~ 1pA ~20nA
Monte-Carlo analysis ~ 1.8pA ~290nA
Resolution 6bit 8.5bit
Comparison rate >200MHz 2> 270MHz
Power consumption 1.7mW 1.7mW

Practical simulated results: The enhanced SI comparator in Fig. 1
with a multiplex configuration has been designed and simulated
for a standard 3.3V and 0.6um digital CMOS process. The neu-
tralisation capacitors C, were implemented using NMOS transis-
tors with minimum channel length where their widths were
designed to provide the gate-drain capacitances according to eqn.
1. This helps to track inevitable parameter variations in Na-b with
process and temperature. Note that simulations of the original
basic SI comparator (without error neutralised Cs and ¢
switches) were also carried out to compare the performance of the
two cells. Simulated performances of these comparators are sum-
marised in Table 1 where it is seen that, for a systematic offset
current of 10pA in both circuits, the enhanced comparator obtains
a near-zero offset current. To verify the effectiveness of the pro-
posed enhanced comparator in practice, Monte-Carlo simulations
were also conducted with the statistical parameter variations pro-
vided by the employed process to take into account both process
spread and device mismatch. Under the same conditions, an
improvement in resolution of ~2.5bits over that of the basic com-
parator can be obtained (Table 1). In terms of maximum operat-
ing speed, the enhanced comparator exhibits an improvement by
more than a factor of 1.35. Thus, the use of the presented
enhanced techniques should enable us to implement switched-cur-
rent A/D converters with high resolution for applications at sev-
eral hundreds of megahertz.
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Extended chaos control method applied to
Chua circuit

L.A.B. Torres and L.A. Aguirre

An extended chaos control strategy, based on previous work, is
developed and applied to a real implementation of Chua’s circuit.
The new approach leads to improvements in the stability and
controllability of this electronic oscillator, which has been used to
study secure communication systems.

Introduction: Recently, much effort has been devoted to the devel-
opment of control and synchronisation strategies in order to make
viable the use of simple chaotic oscillators in communication sys-
tems [1]. Synchronisation can be regarded as a special case of the
control problem and therefore both are of great importance.

One of the most studied oscillators is Chua’s circuit {2]. This
oscillator is very robust and can be easily implemented. The main
purpose of this Letter is to describe an alternative control strategy
for Chua’s circuit, thus overcoming two main shortcomings in [3],
namely the use of large values for the proportional gain means
that the control can only be switched on when the state to be con-
trolled is close to the reference signal (x(¢) = x,.A1)), and the oscil-
lator cannot be stabilised over the entire state space. Another
important contribution of this Letter is that an actual implementa-
tion of the new strategy for a real oscillator is described, unlike
the majority of pages published in the field which validate results
based exclusively on simulations.

Igx)

Chua's
diode

Fig. 1 Monovariable control of Chua’s circuit

Hwang control strategy: The dynamical equations describing the
system in Fig. 1 are

y—m_id(m) . rT-y oz

= = +— u(t)
“Ro, & YT RG, TG

, - Yy, vy
z—L+L (1)

1a(z) = moz + 0.5(my — mo){|z + Bp| — |z — Bpl} (2)
where x and y are the voltages across the capacitors C; and G,
respectively, and z is the current through inductor L. The control
signal () in eqn. 1 can be written as

u(t) =y+ Lk <

T—y oz
L ) ks —n) G

v
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Using the above control law, the equilibrium manifold A, of
eqn. 1 is a function of x,,, namely

t=y=%2=0
Lkp(Zref — Teq) =0 = Zeg = Tref
= Mecq =4 Yeqg = Tref + Rid(zref) (4)

Zeq = 1d(Tref)

Therefore, stabilising the system on this new equilibrium mani-
fold is equivalent to guaranteeing that lim, .. x — x,., = 0. This can
be achieved by means of local analysis of the system eqn. 1 around
X = X, In this case, the flow can be approximated by the trun-
cated Taylor expansion

f(f) = f(fref) +DJ(5'"fref)
€= f‘fref = €= f(fref) +DJ€_iTef

Z

(5)

where X = [x y z]” and D, indicates the Jacobian. If the following
two hypotheses are verified:

() AX..) = 0, ie. the vector X, is in the equilibrium manifold of
eqn. 1 and hence from eqn. 4, X, = [X,oy Yoy Zeg)”

(ii) x,, is constant or slow compared to D, so that ¥ ror == [0 0 0]7
then & = D, . It is easy to show that for the control law eqn. 3
proposed in [3] the above requirements are satisfied. The task
becomes to correctly choose the control parameters (k;, k,) in
order to assure that the Jacobian matrix

DJ\

T=Trop(t)
—l_ 1 dia(@) 1 0
RCy C dzx RCy
1 __1 L
RC; RC, Ca (6)
1 du(t) __l+idut 1 du(t
L dx L L dy L dz

is stable over the entire state space. Indeed, it is necessary to ana-
lyse only two possible Jacobian matrices, because only the first
element of eqn. 6 changes as the slope of eqn. 2 assumes one of
the two values (1, or m,).

voltage, V

al
2
S R4 A U YO Y YO O O
o1
@
g0 l
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JRTR SO, bl I SRS . - ] Ang
-2
3
49 2 3 4 5
ts

Fig. 2 Real data and x(t)

x(7)

R )

——— B, = £1.08V

Upper: real data

Lower: x(?)

Original control law is not effective for x,,, € [-B,, +B,]

ELECTRONICS LETTERS

Stability of the linearised system is achieved by satisfying the
Routh-Hurwitz criterion for the coefficients of the characteristic
polynomial of eqn. 6. This produces a set of restrictions on the
control parameters that must be satisfied.

Real data measured from the controlled circuit using the origi-
nal control law (eqn. 3) switched on at ¢ = 2.3s are given in Fig. 2
(upper), where an adaptive proportional gain

k‘p =1+ 5[1 -+ 5(xref(t) - 1.)2]-—-1 (7)

was used to avoid large excursions of the state x that lead the cir-
cuit to unstable regions. At the same time, the gain was gradually
increased as [x,(f) — x(¢)] — 0, diminishing the steady state error.

As pointed out in [3], A (k,, k,) such that the controlled system
is stable for -B, < x,,, < + B, as seen in Fig. 3.

New control strategy: The cause for instability in the central por-
tion of eqn. 2 is not parameter tuning, but rather is related to the
form of eqn. 3. It is possible to extend the method in [3] in order
to realise a controller that stabilises the system in all the state
space by changing the structure of u(r).

- N W A~ O

voltage, V
)

voltage, V

ts
b
Fig. 3 x(1) for constant reference and sinusoidal reference
x(1), — =~ = X, A1)
B, = +1.08V

a Constant reference
b Sinusoidal reference

Note that the control strategy proposed above relies on stabilis-
ing the system on M¢,. Therefore, to apply the method mentioned
earlier, it is necessary to guarantee f{x,,) = 0 and X, = [0 0 O]".
The design of the new control law can be described in two steps:
structure selection: u(t) must guarantee hypothesis 1, i.e. x,, = x,,
Yo = 8(x,) and z,, = A(x,,), where g(-), h(-) are real functions; and
parameter tuning: D; in eqn. 6 must have stable eigenvalues in all
regions of eqn. 2. It should be realised that eqn. 3 satifies the
structure constraint, but not the parameter tuning constraint over
the entire state space.

There are innumerable structures that satisfy these design con-
straints. For example, starting from the original control expression
and using linear feedback, Lk,y can be added to eqn. 3 in order to
gain another degree of freedom in the search for stable D,. The
new control expression becomes
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ult) =y +L{ki(%:2ﬁ + Ciz) + k2y} + Lkp(res — )
(8)

and it is possible to find values of (k,, k,, k,) that yield a globally
stable system. Substituting eqn. 8 into eqn. 1 and making x = y
= z = 0 yields the new equilibrium manifold
Foy = Bp(ma—my) R+(ky/R2)Tyes

€= T [(kp/R2)—mR=1]
Yeq = kp/k2(Teqg — Tre) ()
Zeq = 1/R[Teq — kp/k2(Teq — Tref))

M, e“q =

whereif x < -B,=>a=c=0,b=1,orifx>B, =a=1,b=c¢c
=0orifx<|B|=a=5b=1,c=1 Itiseasy to verify that the
greater the value of &, the smaller the difference between x,, and
X, Hence this choice of control law structure still guarantees that
X,y == X, just as in eqn. 4.

Implementation results: To experimentally verify the new control
strategy, a real implementation of an electronic oscillator was used
with C, = 591pF, C, = 49.5uF, R = 1.8kQ, L = 11.75H (L was
implemented with a gyrator), B, = 1.08V, m, = —0.37mS, m, =
—-0.68mS. For these parameters the circuit exhibits chaos. The con-
trol algorithm runs on a PC using k, = 0.1, k, = -2.5 and %, as
defined in eqn. 7. A data acquisition board was used both to
measure x, y and z at a high frequency rate and to continuously
actuate, by applying the voltage u(7) in eqn. 8, using an analogue
output port.

Both strategies, the original eqn. 3 and the new control eqn. 8§,
exhibit high robustness to parameter mismatch (up to 50% on the
values of the capacitors and up to 25% on the value of the induc-
tor). Owing to the high gain proportional control law eqn. 7, the
control effort is quite high.

Figs. 2 and 3 show real data measured from the circuit. In par-
ticular, Fig. 3b confirms that the new procedure also stabilises the
oscillator for x,.{f) € [-B,, +B)].

Conclusions: A new strategy for the control of a chaotic oscillator
has been developed based on [3] and applied to Chua’s circuit.
The new approach overcomes two shortcomings of the original
method. First, by using an adaptive gain, the new controller can
be switched on at any time and the steady state error is also
diminished. Secondly, the present method can stabilise the oscilla-
tor over the entire state space. The results briefly reported are rel-
evant in many ways especially taking into account that many
recent studies have considered the control of Chua’s circuit in the
context of communication systems [1].
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Phase accumulator synthesis algorithm for
DDS applications

R. de J. Romero-Troncoso and G. Espinosa-Flores-
Verdad

An algorithm for area-speed optimisation in phase accumulator
synthesis is presented. Digital direct synthesis ()DS) requires an
efficient phase accumulator as its main functional block.
However, fast phase accumulators are very area-demanding and
the tradeoff between area and speed is very critical. The approach
can be used for the optimisation and synthesis of phase
accumulators in FPGAs and ASICs.

Introduction: Fig. 1 shows the block diagram of a phase accumula-
tor. The basic operation of this structure can be found in [1]. The
output frequency of the phase accumulator is given by

N
fo - §;fck

where f, is the output frequency, f, the clock frequency, n the
number of bits and N varies from 0 to 2*'. Since N can be pro-
grammed to lie anywhere between 0 and 2+, the output frequency
can be selected linearly with a very high resolution. For example,
if we had a 16bit phase accumulator with an input clock fre-
quency of 20MHz then we can choose output frequencies from 0
to 10MHz in steps of 305Hz.
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Fig. 2 Pipeline approach

The main disadvantage of a phase accumulator with the archi-
tecture shown in Fig. 1 is that the adder must be very fast in order
to achieve its highest performance, but for wide accumulators the
propagation delay in the adder will be very high and the operating
frequency will drop. Therefore, high frequency operation is
required (and for most applications it is) then another architecture
must be used and the pipeline approach is the best suited to this
task. Pipeline operation allows us to achieve a higher operating
frequency [2] because the full operation is segmented in small
parts. Each part is computed in a single stage, then it is passed to
the next stage to the second computation and at the same time
new information comes into the first stage like in a production
line, as shown in Fig. 2.
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